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#### Abstract

This paper is an extension of Ahn, Lee and Schmidt (2001) to allow a parametric function for time-varying coefficients of the individual effects. It provides a fixedeffect treatment of models like those proposed by Kumbhakar (1990) and Battese and Coelli (1992). We present a number of GMM estimators based on different sets of assumptions. Least squares has unusual properties: its consistency requires white noise errors, and given white noise errors it is less efficient than a GMM estimator. We apply this model to the measurement of the cost efficiency of Spanish savings banks.


## 1 Introduction

In this paper we consider the model:

$$
\begin{equation*}
y_{i t}=X_{i t}^{\prime} \beta+Z_{i}^{\prime} \gamma+\lambda_{t}(\theta) \alpha_{i}+\epsilon_{i t}, \quad i=1, \ldots, N, t=1, \ldots, T . \tag{1.1}
\end{equation*}
$$

We treat $T$ as fixed, so that "asymptotic" means as $N \rightarrow \infty$. The distinctive feature of the model is the interaction between the time-varying parametric function $\lambda_{t}(\theta)$ and the individual effect $\alpha_{i}$. We consider the case that the $\alpha_{i}$ are "fixed effects," as will be discussed in more detail below. In this case estimation may be non-trivial due to the "incidental parameters problem" that the number of $\alpha$ 's grows with sample size; see, for example, Chamberlain (1980).

Models of this form have been proposed and used in the literature on frontier productions functions (measurement of the efficiency of production). For example, Kumbhakar (1990) proposed the case that $\lambda_{t}(\theta)=\left[1+\exp \left(\theta_{1} t+\theta_{2} t^{2}\right)\right]^{-1}$, and Battese and Coelli (1992) proposed the case that $\lambda_{t}(\theta)=\exp (-\theta(t-T))$. Both of these papers considered random effects models in which $\alpha_{i}$ is independent of $X$ and $Z$. In fact, both of these papers proposed specific (truncated normal) distributions for the $\alpha_{i}$, with estimation by maximum likelihood. The aim of the present paper is to provide a fixed-effects treatment of models of this type.

There is also a literature on the case that the $\lambda_{t}$ themselves are treated as parameters. That is, the model becomes:

$$
\begin{equation*}
y_{i t}=X_{i t}^{\prime} \beta+Z_{i}^{\prime} \gamma+\lambda_{t} \alpha_{i}+\epsilon_{i t}, \quad i=1, \ldots, N, t=1, \ldots, T \tag{1.2}
\end{equation*}
$$

This corresponds to using a set of dummy variables for time rather than a parametric function $\lambda_{t}(\theta)$, and now $\lambda_{t} \alpha_{i}$ is just the product of fixed time and individual effects. This model has been considered by Kiefer (1980), Holtz-Eakin, Newey and Rosen (1988), Lee (1991), Chamberlain (1992), Lee and Schmidt (1993) and Ahn, Lee and Schmidt (2001), among others. Lee (1991) and Lee and Schmidt (1993) have applied this model to the frontier production function problem, in
order to avoid having to assume a specific parametric function $\lambda_{t}(\theta)$. Another motivation for the model is that a fixed-effects version allows one to control for unobservables (e.g. macro events) that are the same for each individual, but to which different individuals may react differently.

Ahn, Lee and Schmidt (2001) establish some interesting results for the estimation of model (11.2). A generalized method of moments (GMM) estimator of the type considered by Holtz-Eakin, Newey and Rosen (1988) is consistent given exogeneity assumptions on the regressors $X$ and $Z$. Least squares applied to (1.2), treating the $\alpha_{i}$ as fixed parameters, is consistent provided that the regressors are strictly exogenous and that the errors $\epsilon_{i t}$ are white noise. The requirement of white noise errors for consistency of least squares is unusual, and is a reflection of the incidental parameters problem. Furthermore, if the errors are white noise, then a GMM estimator that incorporates the white noise assumption dominates least squares, in the sense of being asymptotically more efficient. This is also a somewhat unusual result, since in the usual linear model with normal errors, the moment conditions implied by the white noise assumption would not add to the efficiency of estimation.

The results of Ahn, Lee and Schmidt apply only to the case that the $\lambda_{t}$ are unrestricted, and therefore do not apply to the model (I.1). However, in this paper we show that essentially the same results do hold for the model (I.I). This enables us to use a parametric function $\lambda_{t}(\theta)$, and to test the validity of this assumption, while maintaining only weak assumptions on the $\alpha_{i}$. This may be very useful, especially in the frontier production function setting. Applications using unrestricted $\lambda_{t}$ have yielded temporal patterns of efficiency that seem unreasonably variable and in need of smoothing, which a parametric function can accomplish.

The plan of the paper is as follows. Section Z restates the model and lists our assumptions. Section 3 considers GMM estimation under basic exogeneity assumptions, while Section 4 considers GMM when we add the conditions implied by white noise errors. Section 5 considers least squares estimation and the sense in which it is dominated by GMM. In Section 6, this methodology
is applied to the measurement of cost efficiency of Spanish banks. Finally, Section 7 contains some concluding remarks.

## 2 The Model and Assumptions

The model is given in equation (1.1) above. We can rewrite it in matrix form, as follows. Let $y_{i}=\left(y_{i 1}, \ldots, y_{i T}\right)^{\prime}, X_{i}=\left(X_{i 1}, \ldots, X_{i T}\right)^{\prime}$, and $\epsilon_{i}=\left(\epsilon_{i 1}, \ldots, \epsilon_{i T}\right)^{\prime}$. Thus $y_{i}$ is $T \times 1, X_{i}$ is $T \times K$, $\epsilon_{i}$ is $T \times 1, \beta$ is $K \times 1, \gamma$ is $g \times 1$, and $\alpha_{i}$ is a scalar. (In this paper, all the vectors are column vectors, and the data matrices are "vertically tall.") Define a function $\lambda: \Theta \rightarrow \mathbb{R}^{T}$, where $\Theta$ is a compact subset of $\mathbb{R}^{p}$, such that $\lambda(\theta)=\left(\lambda_{1}(\theta), \ldots, \lambda_{T}(\theta)\right)^{\prime}$. Note that $T$ is fixed.

In matrix form, our model is:

$$
\begin{equation*}
y_{i}=X_{i} \beta+1_{T} Z_{i}^{\prime} \gamma+\lambda(\theta) \alpha_{i}+\epsilon_{i}, \quad i=1, \ldots, N . \tag{2.1}
\end{equation*}
$$

$\lambda(\theta)$ must be normalized in some way such as $\lambda(\theta)^{\prime} \lambda(\theta) \equiv 1$ or $\lambda_{1}(\theta) \equiv 1$, to rule out trivial failure of identification arising from $\lambda(\theta)=0$ or scalar multiplications of $\lambda(\theta)$. Here we choose the normalization $\lambda_{1}(\theta) \equiv 1$.

We assume that $p \leq T-1$. When $p<T-1$, our parametric specification for $\lambda(\theta)$ restricts the temporal pattern of $\lambda$. However, this model also includes the model of Ahn, Lee and Schmidt (2001) as the special case corresponding to $p=T-1$ and $\lambda_{t}(\theta)=\theta_{t}, t=2, \ldots, T$ (with $\lambda_{1}(\theta)=1$ as above).

Let $W_{i}=\left(X_{i 1}^{\prime}, \ldots, X_{i T}^{\prime}, Z_{i}^{\prime}\right)^{\prime}$. We make the following "orthogonality" and "covariance" assumptions.

Assumption 1 (Orthogonality). $E\left(W_{i}^{\prime}, \alpha_{i}\right)^{\prime} \epsilon_{i}^{\prime}=0$.

Assumption 2 (Covariance). $E \epsilon_{i} \epsilon_{i}^{\prime}=\sigma_{\epsilon}^{2} I_{T}$.

Assumption $\mathbb{1}$ says that $\epsilon_{i t}$ is uncorrelated with $\alpha_{i}, Z_{i}$, and $X_{i 1}, \ldots, X_{i T}$, and therefore contains an assumption of strict exogeneity of the regressors. Note that it does not restrict the correlation between $\alpha_{i}$ and $\left[Z_{i}, X_{i 1}, \ldots, X_{i T}\right]$, so that we are in the fixed-effects framework. Assumption $Z$ asserts that the errors are white noise.

We also assume the following regularity conditions.

## Assumption 3 (Regularity).

(i) $\left(W_{i}^{\prime}, \alpha_{i}, \epsilon_{i}^{\prime}\right)^{\prime}$ is independently and identically distributed over $i$;
(ii) $\epsilon_{i}$ has finite fourth moment, and $E \epsilon_{i}=0$;
(iii) $\left(W_{i}^{\prime}, \alpha_{i}\right)^{\prime}$ has finite nonsingular second moment matrix;
(iv) $E W_{i}\left(Z_{i}^{\prime}, \alpha_{i}\right)$ is of full column rank;
(v) $\lambda(\theta)$ is twice continuously differentiable in $\theta$.

The first four of these conditions correspond to assumptions (BA.1)-(BA.4) of Ahn, Lee and Schmidt (2001), who give some explanation. We note that condition (iiii) requires that the effect $\alpha_{i}$ be correlated with some variable in $W_{i}$. This condition is needed for identification under the Orthogonality Assumption only. Condition (v) is new, and self-explanatory.

## 3 GMM under the Orthogonality Assumption

Let $u_{i t}=u_{i t}(\beta, \gamma)=y_{i t}-X_{i t}^{\prime} \beta-Z_{i}^{\prime} \gamma$, and $u_{i}=u_{i}(\beta, \gamma)=\left(u_{i 1}, \ldots, u_{i T}\right)^{\prime}$. Since $u_{i t}=$ $\lambda_{t}(\theta) \alpha_{i}+\epsilon_{i t}$, it follows that $u_{i t}-\lambda_{t}(\theta) u_{i 1}=\epsilon_{i t}-\lambda_{t}(\theta) \epsilon_{i 1}$, which does not depend on $\alpha_{i}$. This is a sort of generalized within transformation to remove the individual effects. The Orthogonality Assumption (Assumption (1) then implies the following moment conditions:

$$
\begin{equation*}
E W_{i}\left[u_{i t}(\beta, \gamma)-\lambda_{t}(\theta) u_{i 1}(\beta, \gamma)\right]=0, t=2, \ldots, T \tag{3.1}
\end{equation*}
$$

These moment conditions can be written in matrix form, as follows. Define $G(\theta)=\left[-\lambda_{*}(\theta)\right.$, $\left.I_{T-1}\right]^{\prime}$, where $\lambda_{*}=\left(\lambda_{2}, \ldots, \lambda_{T}\right)^{\prime}$. The generalized within transformation corresponds to multiplication by $G(\theta)^{\prime}$, and the moment conditions (3.1) can equivalently be written as follows:

$$
\begin{equation*}
E b_{1 i}(\beta, \gamma, \theta)=E\left[G(\theta)^{\prime} u_{i}(\beta, \gamma) \otimes W_{i}\right]=0 \tag{3.2}
\end{equation*}
$$

(This corresponds to equation (7) of Ahn, Lee and Schmidt (2001), but looks slightly different because our $W_{i}$ is a column vector whereas theirs is a row vector.) This is a set of $(T-1)(T K+g)$ moment conditions.

Some further analysis is needed to establish that (3.2) contains all of the moment conditions implied by the Orthogonality Assumption. Let $\Sigma_{W W}=E W_{i} W_{i}^{\prime}, \Sigma_{W \alpha}=E W_{i} \alpha_{i}$, and $\sigma_{\alpha}^{2}=E \alpha_{i}^{2}$. Given the model (2.1), the Orthogonality Assumption holds if and only if the following moment conditions hold:

$$
\begin{equation*}
E\left[u_{i}(\beta, \gamma) \otimes W_{i}-\lambda(\theta) \otimes \Sigma_{W \alpha}\right]=0 \tag{3.3}
\end{equation*}
$$

We could use these moment conditions as the basis for GMM estimation. Alternatively, we can remove the parameter $\Sigma_{W \alpha}$ by applying a nonsingular linear transformation to (3.3) in such a way that the transformed set of moment conditions is separated into two subsets, where the first subset does not contain $\Sigma_{W \alpha}$ and the second subset is exactly identified for $\Sigma_{W \alpha}$, given $(\beta, \gamma, \theta)$. The following transformation accomplishes this.

$$
E\left[\begin{array}{c}
G^{\prime} \otimes I_{d}  \tag{3.4}\\
\lambda^{\prime} \otimes I_{d}
\end{array}\right]\left[u_{i} \otimes W_{i}-\lambda \otimes \Sigma_{W \alpha}\right]=0
$$

where $d \equiv T K+g$ for notational simplicity; similarly, $G, \lambda$ and $u_{i}$ are shortened expressions for $G(\theta), \lambda(\theta)$ and $u_{i}(\beta, \gamma)$. This is a nonsingular transformation, since $(G, \lambda)$ is nonsingular, and therefore GMM based on (3.4) is asymptotically equivalent to GMM based on (3.3). Now split
(3.4) into its two parts:

$$
\begin{align*}
& E\left(G^{\prime} u_{i} \otimes W_{i}\right)=0  \tag{3.5}\\
& E\left(\lambda^{\prime} u_{i}\right) W_{i}-\left(\lambda^{\prime} \lambda\right) \Sigma_{W \alpha}=0 \tag{3.6}
\end{align*}
$$

Here (3.6) is exactly identified for $\Sigma_{W \alpha}$, given $\beta$, $\gamma$ and $\theta$, in the sense that the number of moment conditions in (3.6) is the same as the dimension of $\Sigma_{W \alpha}$. Also $\Sigma_{W \alpha}$ does not appear in (3.5). It follows (e.g., Ahn and Schmidt (1995), Theorem 1) that the GMM estimates of $\beta, \gamma$ and $\theta$ from (3.5) alone are the same as the GMM estimates of $\beta, \gamma$ and $\theta$ if we use both (3.5) and (3.6), and estimate the full set of parameters $\left(\beta, \gamma, \theta, \Sigma_{W \alpha}\right)$. But (3.5) is the same as (3.2), which establishes that (3.2) contains all the useful information about $\beta, \gamma$ and $\theta$ implied by the Orthogonality Assumption.

Let $\bar{b}_{1}(\beta, \gamma, \theta)=N^{-1} \sum_{i=1}^{N} b_{1 i}(\beta, \gamma, \theta)$. Then the optimal GMM estimator $\hat{\beta}$, $\hat{\gamma}$, and $\hat{\theta}$ based on the Orthogonality Assumption solves the problem

$$
\begin{equation*}
\min _{\beta, \gamma, \theta} N \bar{b}_{1}(\beta, \gamma, \theta)^{\prime} V_{11}^{-1} \bar{b}_{1}(\beta, \gamma, \theta) \tag{3.7}
\end{equation*}
$$

where $V_{11}=E b_{1 i} b_{1 i}^{\prime}$ evaluated at the true parameters. As usual, $V_{11}$ can be replaced by any consistent estimate. A standard estimate would be

$$
\begin{equation*}
\hat{V}_{11}=\frac{1}{N} \sum_{i=1}^{N} b_{1 i}(\tilde{\beta}, \tilde{\gamma}, \tilde{\theta}) b_{1 i}(\tilde{\beta}, \tilde{\gamma}, \tilde{\theta})^{\prime} \tag{3.8}
\end{equation*}
$$

where $(\tilde{\beta}, \tilde{\gamma}, \tilde{\theta})$ is an initial consistent estimate of $(\beta, \gamma, \theta)$ such as GMM using identity weighting matrix. Under certain regularity conditions (Hansen (1982), Assumption 3) the resulting GMM estimator is $\sqrt{N}$-consistent and asymptotically normal.

To express the asymptotic variance of the GMM estimator analytically, we need a little more notation. Let $S_{X}$ be the $T(T K+g) \times K$ selection matrix such that $X_{i}=\left(I_{T} \otimes W_{i}\right)^{\prime} S_{X}$, and let $S_{Z}$ be the $T(T K+g) \times g$ selection matrix such that $1_{T} Z_{i}^{\prime}=\left(I_{T} \otimes W_{i}\right)^{\prime} S_{Z} . S_{X}$ and $S_{Z}$ have the
following forms:

$$
\begin{align*}
S_{X} & =\left(I_{K} O \cdots O O_{K \times g} \vdots O I_{K} \cdots O O_{K \times g} \vdots \cdots \vdots O O \cdots I_{K} O_{K \times g}\right)^{\prime}  \tag{3.9a}\\
S_{Z} & =\left(O_{g \times K} \cdots O_{g \times K} I_{g} \vdots \cdots \vdots O_{g \times K} \cdots O_{g \times K} I_{g}\right)^{\prime}=1_{T} \otimes\left(O_{g \times T K}, I_{g}\right)^{\prime} \tag{3.9b}
\end{align*}
$$

where $O$ 's without dimension subscript stand for $O_{K \times K}$. Define $\Lambda_{*}=\partial \lambda_{*}\left(\theta_{0}\right) / \partial \theta^{\prime}$. The variance of the asymptotic distribution of the GMM estimates of $\beta, \gamma$ and $\theta$ equals $\left(B_{1}^{\prime} V_{11}^{-1} B_{1}\right)^{-1}$ where $V_{11}=E b_{1 i} b_{1 i}^{\prime}$ as above and

$$
\begin{equation*}
B_{1}=-\left[\left(G \otimes \Sigma_{W W}\right)^{\prime} S_{X},\left(G \otimes \Sigma_{W W}\right)^{\prime} S_{Z}, \Lambda_{*} \otimes \Sigma_{W \alpha}\right] \tag{3.10}
\end{equation*}
$$

This result can be obtained either by direct calculation, or by applying the chain rule to $B_{1}$ calculated in Ahn, Lee and Schmidt (2001, p. 251). This asymptotic variance form is obtained from the Orthogonality Assumption only and does not need any further assumption.

A consistent estimate of $B_{1}$ can be obtained as

$$
\begin{equation*}
\hat{B}_{1}=\frac{1}{N} \sum_{i=1}^{N} \hat{B}_{1 i}, \quad \hat{B}_{1 i}=-\left(\hat{G}^{\prime} X_{i}, \hat{G}^{\prime} 1_{T} Z_{i}^{\prime}, \hat{u}_{i 1} \hat{\Lambda}_{*}\right) \otimes W_{i} \tag{3.11}
\end{equation*}
$$

Here $\hat{B}_{1 i}$ is the matrix of first derivatives of $b_{1 i}$ with respect to the parameters $(\beta, \gamma, \theta)$, evaluated at the GMM estimates.

A practical problem with this GMM procedure is that it is based on a rather large set of moment conditions. For example, in our empirical analysis, $b_{1 i}$ will reflect 846 moment conditions. One might want to reduce this number by considering only a subset of the moment conditions. One possibility is to replace the instruments $W_{i}$ in (3.2) by $P_{i}$, where $P_{i}$ is a subset of $W_{i}$. This possibility is discussed in Appendix A.

Alternatively, we can reduce the number of moment conditions considerably without sacrificing efficiency of estimation if we make the following assumption of no conditional heteroskedasticity (NCH) of $\epsilon_{i}$ :

$$
\begin{equation*}
E\left(\epsilon_{i} \epsilon_{i}^{\prime} \mid W_{i}\right)=\Sigma_{\epsilon \epsilon} . \tag{NCH}
\end{equation*}
$$

Under the NCH assumption,

$$
\begin{equation*}
V_{11}=E\left[G\left(\theta_{0}\right)^{\prime} \epsilon_{i} \epsilon_{i}^{\prime} G\left(\theta_{0}\right) \otimes W_{i} W_{i}^{\prime}\right]=G\left(\theta_{0}\right)^{\prime} \Sigma_{\epsilon \epsilon} G\left(\theta_{0}\right) \otimes \Sigma_{W W} \tag{3.12}
\end{equation*}
$$

Using this result, the set of moment conditions (3.2) can be converted into an exactly identified set of moment conditions that yield an asymptotically equivalent GMM estimate. Specifically, we can replace the moment conditions $E b_{1 i}=0$ by the moment conditions $E B_{1}^{\prime} V_{11}^{-1} b_{1 i}=0$. Routine calculation using the forms of $B_{1}, V_{11}$ and $b_{1 i}$ yields the explicit expression:

$$
\begin{align*}
& E X_{i}^{\prime} G\left(G^{\prime} \Sigma_{\epsilon \epsilon} G\right)^{-1} G^{\prime} u_{i}=0  \tag{3.13a}\\
& E Z_{i} 1_{T}^{\prime} G\left(G^{\prime} \Sigma_{\epsilon \epsilon} G\right)^{-1} G^{\prime} u_{i}=0  \tag{3.13b}\\
& E \Sigma_{W \alpha}^{\prime} \Sigma_{W W}^{-1} W_{i} \cdot \Lambda_{*}^{\prime}\left(G^{\prime} \Sigma_{\epsilon \epsilon} G\right)^{-1} G^{\prime} u_{i}=0 . \tag{3.13c}
\end{align*}
$$

These three sets of moment conditions respectively correspond to (21a), (21b), and (21c) of Ahn, Lee and Schmidt (2001, p. 229). The point of this simplification is that we have drastically reduced the set of moment conditions: there are $(T-1)(T K+g)$ moment conditions in $b_{1 i}$ (equation (3.2)) but only $K+g+p$ moment conditions in (3.13).

We note that this is a stronger result than the corresponding result (Proposition 1, p. 229) of Ahn, Lee and Schmidt (2001). In order to reach essentially the same conclusion on the reduction of the number of moment conditions, they impose the assumption that $\epsilon_{i}$ is independent of $\left(W_{i}, \alpha_{i}\right)$, a much stronger assumption than our NCH assumption.

In order to make this procedure operational, we need to replace the nuisance parameters $\Sigma_{\epsilon \epsilon}$, $\Sigma_{W \alpha}$ and $\Sigma_{W W}$ by consistent estimates, based on some initial consistent GMM estimates of $\beta, \gamma$ and $\theta . \Sigma_{W W}$ can be consistently estimated by $\hat{\Sigma}_{W W}=N^{-1} \sum_{i=1}^{N} W_{i} W_{i}^{\prime}$. Also, for any sequence $\left(\beta_{N}, \gamma_{N}\right)$ that converges in probability to $\left(\beta_{0}, \gamma_{0}\right)$, we have

$$
\begin{equation*}
\frac{1}{N} \sum_{i=1}^{N} u_{i}\left(\beta_{N}, \gamma_{N}\right) u_{i}\left(\beta_{N}, \gamma_{N}\right)^{\prime} \xrightarrow{p} \Sigma_{\epsilon \epsilon}+\sigma_{\alpha}^{2} \lambda\left(\theta_{0}\right) \lambda\left(\theta_{0}\right)^{\prime} \tag{3.14}
\end{equation*}
$$

Since $G(\theta)^{\prime} \lambda(\theta)=0$, for any initial consistent estimate $(\tilde{\beta}, \tilde{\gamma}, \tilde{\theta})$,

$$
\begin{equation*}
G(\tilde{\theta})^{\prime}\left(N^{-1} \sum_{i=1}^{N} u_{i}(\tilde{\beta}, \tilde{\gamma}) u_{i}(\tilde{\beta}, \tilde{\gamma})^{\prime}\right) G(\tilde{\theta}) \tag{3.15}
\end{equation*}
$$

will consistently estimate $G\left(\theta_{0}\right)^{\prime} \Sigma_{\epsilon \epsilon} G\left(\theta_{0}\right)$. Thus it is easy to construct a consistent estimate of $V_{11}$ as given in (3.12).

In order to consistently estimate the asymptotic variance under NCH , we need to estimate $\Sigma_{W W}, \Sigma_{W \alpha}$, and $G^{\prime} \Sigma_{\epsilon \epsilon} G$. Estimation of $\Sigma_{W W}$ and $G^{\prime} \Sigma_{\epsilon \epsilon} G$ was discussed above. We can obtain an estimate of $\Sigma_{W \alpha}$ from the GMM problem (3.4). A direct algebraic calculation gives us that

$$
\begin{equation*}
\hat{\Sigma}_{W \alpha}=\frac{1}{N} \sum_{i=1}^{N} W_{i} \frac{\hat{\lambda}^{\prime} \hat{u}_{i}}{\hat{\lambda}^{\prime} \hat{\lambda}}-\frac{1}{N} \sum_{i=1}^{N} W_{i}\left[\widehat{\lambda^{\prime} \Sigma_{\epsilon \epsilon} G}\left(\widehat{G^{\prime} \Sigma_{\epsilon \epsilon} G}\right)^{-1} \hat{G}^{\prime} \hat{u}_{i}\right] /\left(\hat{\lambda}^{\prime} \hat{\lambda}\right) \tag{3.16}
\end{equation*}
$$

where $\hat{u}_{i}=u_{i}(\hat{\beta}, \hat{\gamma}), \hat{\lambda}=\lambda(\hat{\theta}), \hat{G}=G(\hat{\theta})$, and $\widehat{\lambda^{\prime} \Sigma_{\epsilon \epsilon} G}$ is a consistent estimate of $\lambda^{\prime} \Sigma_{\epsilon \epsilon} G$, one possibility of which is $N^{-1} \sum_{i=1}^{N} \hat{\lambda}^{\prime} \hat{u}_{i} \hat{u}_{i}^{\prime} \hat{G}$.

It is important to observe that the moment conditions (3.13) are linear combinations of the moment conditions $b_{1 i}$ in (3.2), and therefore they are valid moment conditions under the Orthogonality Assumption only. That is, these moment conditions hold and can be used as a valid basis of GMM estimation so long as the Orthogonality Assumption holds, whether or not the NCH assumption holds. The set of moment conditions in (3.2) may be very large, and so the simplification involved in using the exactly identified (minimal size) set of moment conditions (3.13) may be useful in practice. The only point of the NCH assumption is that, if it holds, the conditions (3.13) are the optimal exactly identified set of moment conditions, so that GMM using (3.13) is just as efficient as GMM using the full set of moment conditions given in (3.2). If the NCH condition does not hold, we can still base GMM on (3.13), but there is a loss of efficiency relative to using the full set (3.2).

We have already discussed how to estimate the variance matrix of the GMM estimator under the NCH assumption. However, because the moment conditions (3.13) are still valid without the

NCH assumption, it is useful to have an estimate of the variance of the GMM estimate that is consistent whether or not the NCH condition holds. Standard methods starting with the moment conditions (3.13) should yield such an estimate. Some details are given in Appendix B.

## 4 GMM under the Orthogonality and Covariance Assumptions

In this section we continue to maintain the Orthogonality Assumption (Assumption [1]), but now we add the Covariance Assumption (Assumption 2), which asserts that $E \epsilon_{i} \epsilon_{i}^{\prime}=\sigma_{\epsilon}^{2} I_{T}$.

Clearly the Covariance Assumption holds if and only if

$$
\begin{equation*}
E\left(u_{i} u_{i}^{\prime}\right)=\sigma_{\alpha}^{2} \lambda \lambda^{\prime}+\sigma_{\epsilon}^{2} I_{T} . \tag{4.1}
\end{equation*}
$$

Condition (4.1) contains $T(T+1) / 2$ distinct moment conditions. It also contains the two nuisance parameters $\sigma_{\alpha}^{2}$ and $\sigma_{\epsilon}^{2}$, and so it should imply $T(T+1) / 2-2$ moment conditions for the estimation of $\beta, \gamma$ and $\theta$. These are in addition to the moment conditions (3.2) implied by the Orthogonality Assumption.

To write these moment conditions explicitly, we need to define some notation. Let $H=$ $\operatorname{diag}\left(H_{2}, H_{3}, \ldots, H_{T}\right)$, with $H_{t}$ equal to the $T \times(T-t)$ matrix of the last $T-t$ columns (the $(t+1)$ th through $T$ th columns) of $I_{T}$ for $t<T$, and with $H_{T}$ equal to a $T \times(T-2)$ matrix of the second through $(T-1)$-th columns of $I_{T}$. Then we can write the distinct moment conditions implied by the Orthogonality and Covariance Assumptions as follows:

$$
\begin{align*}
& E b_{1 i}=E\left(G^{\prime} u_{i} \otimes W_{i}\right)=0  \tag{4.2a}\\
& E b_{2 i}=E H^{\prime}\left(G^{\prime} u_{i} \otimes u_{i}\right)=0  \tag{4.2b}\\
& E b_{3 i}=E\left[G^{\prime} u_{i} \otimes \frac{\lambda^{\prime} u_{i}}{\lambda^{\prime} \lambda}\right]=0 . \tag{4.2c}
\end{align*}
$$

[^0](In these expressions, $G$ is short for $G(\theta), \lambda$ is short for $\lambda(\theta)$, and $u_{i}$ is short for $u_{i}(\beta, \gamma)$.)
The moment conditions $b_{1 i}$ in (4.2a) are exactly the same as those in (3.2) of the previous section, and follow from the Orthogonality Assumption.

The moment conditions $b_{2 i}$ in (4.2b) correspond to those in equation (12) of Ahn, Lee and Schmidt (2001). Note that it is not the case that $E\left(G^{\prime} u_{i} \otimes u_{i}\right)=0$. Rather, looking at a typical element of this product, we have $E\left(u_{i t}-\lambda_{t} u_{i 1}\right) u_{i s}$, which equals zero for $s \neq t$ and $s \neq 1$. The selection matrix $H^{\prime}$ picks out the logically distinct products of expectation zero, the number of which equals $T(T-1) / 2-1$. The selection matrix $H$ plays the same role as the definition of the matrices $U_{i t}^{\circ}$ plays in Ahn, Lee and Schmidt (2001). We note that the moment conditions $b_{2 i}$ follow from the non-autocorrelation of the $\epsilon_{i t}$; homoskedasticity would not be needed.

The $(T-1)$ moment conditions in $b_{3 i}$ in (4.2C) correspond to those in equation (13) of Ahn, Lee and Schmidt (2001). They assert that, for $t=2, \ldots, T, E\left(u_{i t}-\lambda_{t} u_{i 1}\right)\left(\sum_{s=1}^{T} \lambda_{s} u_{i s}\right)=0$, and their validity depends on both the non-autocorrelation and the homoskedasticity of the $\epsilon_{i t}$.

Some further analysis may be useful to establish that (4.2b) and (4.2c) represent all of the useful implications of the Covariance Assumption. We begin with the implication (4.1) of the Covariance Assumption, which we rewrite as

$$
\begin{equation*}
E\left(u_{i} \otimes u_{i}\right)=\sigma_{\alpha}^{2}(\lambda \otimes \lambda)+\sigma_{\epsilon}^{2} \operatorname{vec} I_{T} . \tag{4.3}
\end{equation*}
$$

Now, let $S$ be the $T^{2} \times T(T+1) / 2$ selection matrix such that, for a $T \times 1$ vector $u$, $\operatorname{vech}\left(u u^{\prime}\right)=$ $S^{\prime}(u \otimes u)$, where "vech" is the vector of distinct elements. Then

$$
\begin{equation*}
E S^{\prime}(u \otimes u)=S^{\prime}\left[\sigma_{\alpha}^{2}(\lambda \otimes \lambda)+\sigma_{\epsilon}^{2} \operatorname{vec} I_{T}\right] \tag{4.4}
\end{equation*}
$$

contains the distinct moment conditions.
Now we transform the moment conditions (4.4) by multiplying them by a nonsingular matrix, in such a way that $(i)$ the first $T(T+1) / 2-2$ transformed moment conditions are those given in
(4.2b) and (4.2c); and (ii) the last two moment conditions are exactly identified for the nuisance parameters ( $\sigma_{\alpha}^{2}$ and $\sigma_{\epsilon}^{2}$ ), given the other parameters. This will imply that the last two moment conditions are redundant for the estimation of $\beta, \gamma$ and $\theta$, and thus that (4.2b) and (4.2d) contain all of the useful information implied by the Covariance Assumption for estimation of $\beta, \gamma$ and $\theta$.

To exhibit the transformation, let $G_{t}$ be the $(t-1)$ th column of $G$; let $e_{t}^{*}$ equal the $t$ th column of $I_{T-2}$ and $e_{T}$ equal the last column of $I_{T}$; and define

$$
\begin{equation*}
\left(H_{T}^{* *}\right)^{\prime}=\left[-\lambda_{T} H_{T}^{\prime}, e_{1}^{*} e_{T}^{\prime}, \ldots, e_{T-2}^{*} e_{T}^{\prime}, O_{(T-2) \times T}\right] \tag{4.5}
\end{equation*}
$$

( $H_{T}$ was defined above.) Then

$$
\begin{equation*}
\left[G_{2} \otimes H_{2}, \ldots, G_{T-1} \otimes H_{T-1}, H_{T}^{* *}\right]^{\prime} S \cdot S^{\prime}\left(u_{i} \otimes u_{i}\right)=H^{\prime}\left(G^{\prime} \otimes I_{T}\right)\left(u_{i} \otimes u_{i}\right) \tag{4.6}
\end{equation*}
$$

which is the same as in $b_{2 i}$ in (4.2b). Also, let $J_{1}^{*}=I_{T}-\lambda \lambda^{\prime}$ and $J_{t}^{*}, t=2, \ldots, T$, is equal to $\operatorname{diag}\left\{O_{t \times t}, \lambda_{t} I_{T-t}\right\}$ plus a $T \times T$ matrix with zero elements except for the $t$ th row which is $\lambda^{\prime}$. Then

$$
\begin{equation*}
H_{1}^{\prime}\left[J_{1}^{*}, \ldots, J_{T}^{*}\right] S \cdot S^{\prime}\left(u_{i} \otimes u_{i}\right)=\left(\lambda^{\prime} \otimes G^{\prime}\right)\left(u_{i} \otimes u_{i}\right) \tag{4.7}
\end{equation*}
$$

which is equal to $b_{3 i}$ in (4.2d).
The point of the above argument is that the transformations preceding $S^{\prime}\left(u_{i} \otimes u_{i}\right)$ in (4.6) and (4.7), stacked vertically, construct a $[T(T+1) / 2-2] \times T(T+1) / 2$ matrix of full row rank, and yield the moment conditions $b_{2 i}$ and $b_{3 i}$. The remaining two moment conditions that determine the nuisance parameters are

$$
E\left[\begin{array}{c}
u_{i 1}^{2}  \tag{4.8}\\
u_{i 2} u_{i 1}
\end{array}\right]=\left[\begin{array}{c}
\sigma_{\alpha}^{2}+\sigma_{\epsilon}^{2} \\
\lambda_{2} \sigma_{\alpha}^{2}
\end{array}\right]
$$

and must be linearly independent of the others (since they involve $\sigma_{\alpha}^{2}$ and $\sigma_{\epsilon}^{2}$ while the others do not).

The set of moment conditions (4.2) may be large, since the number of moment conditions in (4.2a) may be large. As in the previous section, we can reduce this number by using only a
subset $P_{i}$ of the instruments $W_{i}$. This is discussed in Appendix A. Alternatively, we can simplify things with the following "conditional independence of the moments up to fourth order" (CIM4) assumption:

Conditional on $\left(W_{i}, \alpha_{i}\right), \epsilon_{i t}$ is independent over $t=1,2, \ldots, T$, with mean zero, and with second, third and fourth moments that do not depend on ( $W_{i}, \alpha_{i}$ ) or on $t$.
This is a strong assumption; it implies the Orthogonality Assumption, the Covariance Assumption, the NCH assumption, and more. In Appendix C, we calculate the asymptotic variance matrix of the GMM estimate based on (4.2) under the assumption (CIM4). More fundamentally, if assumption (CIM4) is true, we can reduce the number of moment conditions without reducing efficiency of estimation. Specifically, let $\Lambda=\partial \lambda\left(\theta_{0}\right) / \partial \theta$ and note that $\Lambda_{*}=G^{\prime} \Lambda$. Given assumption (CIM4), the moment conditions (3.13), which are asymptotically equivalent to (4.2a), can be simplified as follows:

$$
\begin{align*}
& E X_{i}^{\prime} P_{G} u_{i}=0  \tag{4.9a}\\
& E Z_{i} 1_{T}^{\prime} P_{G} u_{i}=0  \tag{4.9b}\\
& E \Sigma_{W \alpha}^{\prime} \Sigma_{W W}^{-1} W_{i} \cdot \Lambda^{\prime} P_{G} u_{i}=0 \tag{4.9c}
\end{align*}
$$

That is, in place of the large set of moment conditions (4.2a), (4.2b) and (4.2c), we can use the reduced set of moment conditions consisting of (4.9), (4.2b) and (4.2d).

We can note that, when $\Sigma_{\epsilon \epsilon}=\sigma_{\epsilon}^{2} I$, the moment conditions (3.13) are the same as (4.9). This is not surprising since, if the CIM4 assumption is true, so is the NCH assumption.

A final simplification arises if, conditional on $\left(W_{i}, \alpha_{i}\right), \epsilon_{i t}$ is i.i.d. normal. In this case, (4.2b) can be shown to be redundant given (4.2a) and (4.2c). (See Proposition 4 of Ahn, Lee and Schmidt (2001, p. 231).) Hence, in that case, the GMM estimator using the moment conditions (4.9) and (4.2d) is efficient.

We note that the simplifications that arise here, given the CIM4 assumption or the i.i.d. normal assumption, are similar in spirit to those that arose in Section 3 under the NCH assumption. For
example, the set of moment conditions consisting of (4.9), (4.2b) and (4.2c) is much smaller than the full set (4.2), and this simplified set of moment conditions may be useful in practice, whether or not the CIM4 assumption holds. The point of the CIM4 assumption is simply that it identifies the circumstances under which we can use the reduced set of moment conditions without a loss of efficiency. If the CIM4 assumption does not hold, the GMM estimator using the reduced set of moment conditions is still consistent (so long as the Orthogonality and Covariance Assumptions hold), but it would be less efficient than the GMM estimator using the full set of moment conditions (4.2). Similar comments apply to the simplification that arises from dropping (4.2b): we can always do this, but it causes a loss of efficiency if the i.i.d. normal assumption does not hold.

In Appendix B we show how to calculate an estimate of the variance of these GMM estimates that is consistent whether or not the CIM4 or i.i.d. normal assumptions hold.

## 5 Least Squares

In this section we consider the concentrated least squares (CLS) estimation of the model. We treat the $\alpha_{i}$ as parameters to be estimated, so this is a true "fixed effects" treatment. We can consider the following least squares problem:

$$
\begin{equation*}
\min _{\beta, \gamma, \theta, \alpha_{1}, \ldots, \alpha_{N}} N^{-1} \sum_{i=1}^{N}\left[y_{i}-X_{i} \beta-1_{T} Z_{i}^{\prime} \gamma-\lambda(\theta) \alpha_{i}\right]^{\prime}\left[y_{i}-X_{i} \beta-1_{T} Z_{i}^{\prime} \gamma-\lambda(\theta) \alpha_{i}\right] . \tag{5.1}
\end{equation*}
$$

Solving for $\alpha_{1}, \ldots, \alpha_{N}$ first, we get

$$
\begin{equation*}
\alpha_{i}(\beta, \gamma, \theta)=\left[\lambda(\theta)^{\prime} \lambda(\theta)\right]^{-1} \lambda(\theta)^{\prime} u_{i}(\beta, \gamma) \quad i=1, \ldots, N \tag{5.2}
\end{equation*}
$$

where $u_{i}(\beta, \gamma)=y_{i}-X_{i} \beta-1_{T} Z_{i}^{\prime} \gamma$ as before. Then the estimates $\hat{\beta}_{L S}, \hat{\gamma}_{L S}$, and $\hat{\theta}_{L S}$ minimizing (5.1) are equal to the minimizers of the sum of the squared concentrated residuals

$$
\begin{equation*}
\bar{C}(\beta, \gamma, \theta)=N^{-1} \sum_{i=1}^{N} C_{i}(\beta, \gamma, \theta)=N^{-1} \sum_{i=1}^{N} u_{i}(\beta, \gamma)^{\prime} M_{\lambda(\theta)} u_{i}(\beta, \gamma) \tag{5.3}
\end{equation*}
$$

which is obtained by replacing $\alpha_{i}$ in (5.1) with (5.2). From the name of (5.3), we call $\hat{\beta}_{L S}, \hat{\gamma}_{L S}$ and $\hat{\theta}_{L S}$ the concentrated least squares estimator.

Since $G^{\prime} \lambda=0$, we have $M_{\lambda} G=G$ and therefore $M_{\lambda}=P_{G}=G\left(G^{\prime} G\right)^{-1} G^{\prime}$. So the first order conditions of the CLS estimation become

$$
\left[\begin{array}{l}
\partial \bar{C} / \partial \beta  \tag{5.4}\\
\partial \bar{C} / \partial \gamma \\
\partial \bar{C} / \partial \theta
\end{array}\right]=-\frac{2}{N} \sum_{i=1}^{N}\left[\begin{array}{c}
X_{i}^{\prime} P_{G} u_{i} \\
Z_{i} 1_{T}^{\prime} P_{G} u_{i} \\
\Lambda^{\prime} P_{G} u_{i} u_{i}^{\prime} \lambda\left(\lambda^{\prime} \lambda\right)^{-1}
\end{array}\right]=0
$$

Interpreting (5.4) as sample moment conditions, we can construct the corresponding (exactly identified) implicit population moment conditions:

$$
\begin{align*}
& E X_{i}^{\prime} P_{G} u_{i}=0  \tag{5.5a}\\
& E Z_{i} 1_{T}^{\prime} P_{G} u_{i}=0  \tag{5.5b}\\
& E \Lambda^{\prime} P_{G} u_{i} u_{i}^{\prime} \lambda\left(\lambda^{\prime} \lambda\right)^{-1}=0 . \tag{5.5c}
\end{align*}
$$

That is, the CLS estimator is asymptotically equivalent to the GMM estimator based on (5.5).
The moment conditions (5.5a) and (5.5b) are satisfied under the Orthogonality Assumption. However, this is not true of (5.5c). The moment conditions (5.5c) require the Covariance Assumption to be valid (unless we make very specific and unusual assumptions about the form of $\lambda$ and its relationship to the error variance matrix). Thus, the consistency of the CLS estimator requires both the Orthogonality Assumption and the Covariance Assumption. This is a rather striking result, since the consistency of least squares does not usually require restrictions on the second moments of the errors, and is a reflection of the incidental parameters problem.

We would generally believe that least squares should be efficient when the errors are i.i.d. normal. However, similarly to the result in Ahn, Lee and Schmidt (2001), this is not true in the present case. The efficient GMM estimator under the Orthogonality and Covariance Assumptions uses the moment conditions (4.2), while the CLS estimator uses only a subset of these. This can be
seen most explicitly in the case that, conditional on $\left(W_{i}, \alpha_{i}\right)$, the $\epsilon_{i t}$ are i.i.d. normal. Then (4.2b) is redundant and (4.2a) can be replaced by (4.9), so that the efficient GMM estimator is based on (4.9a), (4.9b), (4.9c) and (4.2c). The CLS estimator is based on (5.5a), which is the same as (4.9a); (5.5b), which is the same as (4.9b); and (5.5c), which is a subset of (4.2c). $]$ So the inefficiency of CLS lies in its failure to use the moment conditions (4.9d) and from its failure to use all of the moment conditions in (4.2c). The latter failure did not arise in the Ahn, Lee and Schmidt (2001) analysis (see footnote 2).

In Appendix D, we calculate the asymptotic variance matrix of the CLS estimator, under the "conditional independence of the moments up to fourth order" (CIM4) assumption of Section 4. Alternatively, along the lines of Appendix B, we could calculate our estimate of the asymptotic variance matrix that does not depend on the validity of the CIM4 assumption.

## 6 Empirical Application

This section includes an application of the estimators suggested in previous sections to the measurement of cost efficiency. The application uses panel data from Spanish savings banks covering the period 1992-1998. In order to allow for changes in cost efficiency over time, the individual effects are modeled in a parametric form as the "inverse" of the exponential time-varying function proposed by Battese and Coelli (1992) in a MLE framework.

[^1]
### 6.1 The Cost Frontier Model

The technology of banks is modeled using the following translog cost function:

$$
\begin{align*}
\ln C_{i t} & =\ln C^{*}\left(q_{i t}, w_{i t}, \gamma, \beta\right)+\alpha_{i t}+\epsilon_{i t} \\
& =\left(\gamma+\sum_{j=1}^{m} \beta_{q_{j}} \ln q_{j i t}+\frac{1}{2} \sum_{j=1}^{m} \beta_{q_{j} q_{j}}\left(\ln q_{j i t}\right)^{2}+\sum_{j<k} \beta_{q_{j} q_{k}} \ln q_{j i t} \ln q_{k i t}\right. \\
& +\sum_{j=1}^{n} \beta_{w_{j}} \ln w_{j i t}+\frac{1}{2} \sum_{j=1}^{n} \beta_{w_{j} w_{j}}\left(\ln w_{j i t}\right)^{2}+\sum_{j<k} \beta_{w_{j} w_{k}} \ln w_{j i t} \ln w_{k i t}  \tag{6.1}\\
& \left.+\sum_{j=1}^{m} \sum_{k=1}^{n} \beta_{q_{j} w_{k}} \ln q_{j i t} \ln w_{k i t}\right)+\exp (\theta(t-1)) \alpha_{i}+\epsilon_{i t}
\end{align*}
$$

where $C_{i t}$ is observed total cost, $q_{j i t}$ is the $j$ th output, $w_{k i t}$ is the $k$ th input price, $\beta$ is a vector of parameters to be estimated, $\gamma$ is a scalar to be estimated, and $\epsilon_{i t}$ is the error term. The individual effects are modeled as the product of an exponential time-varying function $\lambda_{t}(\theta)=\exp (\theta(t-1))$ and a time-invariant firm effect.

Our GMM estimators effectively treat the $\alpha_{i}$ as fixed. We can define the time-varying individual effects (intercepts) as $\alpha_{i t}=\alpha_{i} \lambda_{t}(\theta)$. We wish to decompose the time-varying intercepts into a frontier intercept which varies over time $\left(\alpha_{t}\right)$ and a non-negative inefficiency term $\left(v_{i t}\right)$. That is:

$$
\begin{equation*}
\alpha_{i t}=\lambda_{t}(\theta) \alpha_{i}=\alpha_{t}+v_{i t}, v_{i t} \geq 0 \tag{6.2}
\end{equation*}
$$

Following Cornwell, Schmidt and Sickles (1990) the frontier intercept can be estimated as:

$$
\begin{equation*}
\hat{\alpha}_{t}=\min _{i}\left(\hat{\alpha}_{i t}\right)=\lambda_{t}(\hat{\theta}) \cdot \min _{i}\left(\hat{\alpha}_{i}\right) \tag{6.3}
\end{equation*}
$$

and the inefficiency term as:

$$
\begin{equation*}
\hat{v}_{i t}=\lambda_{t}(\hat{\theta})\left[\hat{\alpha}_{i}-\min _{i}\left(\hat{\alpha}_{i}\right)\right]=\lambda_{t}(\hat{\theta}) \hat{v}_{i} \tag{6.4}
\end{equation*}
$$

Since the dependent variable is expressed in natural logs, cost efficiency indexes can be calculated from (6.4) as:

$$
\begin{equation*}
\widehat{C E}_{i t}=\exp \left(-\lambda_{t}(\hat{\theta})\left[\hat{\alpha}_{i}-\min _{i}\left(\hat{\alpha}_{i}\right)\right]\right) \tag{6.5}
\end{equation*}
$$

It is easy to see from expressions (6.4) and (6.5) that cost efficiency compares the performance (individual effect) of a particular firm with a firm located on the frontier (i.e. with the minimum effect). Since cost efficiency is a relative concept, the average efficiency index is related to the variance $\sigma_{\alpha}^{2}$ : the higher the variance of the individual effects, the smaller the average efficiency.

### 6.2 Data

The application uses yearly data from Spanish savings banks. The number of banks has decreased over the last ten or fifteen years due to mergers and acquisitions. These mergers took place mainly in the early 1990s. In order to work with a balanced panel, we use data from 50 savings banks over the period 1992-98. Thus $N=50$ and $T=7$.

In Spain there are private banks as well as savings banks. We did not include private banks in our sample because private banks and savings banks are rather different. Savings banks concentrate on retail banking, providing checking, savings accounts and loan service to individuals (especially mortgage loans), whereas private banks are more involved in commercial and industrial loans. Another difference is that savings banks are more specialized than private banks in long-term loans, which do not require continuous monitoring. Since the two groups are likely to have different cost structures and have been regulated in different ways, we did not want to pool them. We tried to analyze private banks separately, but we were not very successful, and we do not report those results here.

The variables used in the analysis are defined as follows. We follow the majority of the literature and use the intermediation approach (proposed by Sealey and Lindley, 1977) which treats deposits as inputs and loans as outputs. We include three types of outputs and three types of inputs. The outputs are: Loans to banks, and other profitable assets ( $q_{1}$ ); Loans to firms and households $\left(q_{2}\right)$; and noninterest income $\left(q_{3}\right)$. Using noninterest income goes beyond the intermediation approach as commonly modeled. We include it in an attempt to capture off-balance-sheet activi-
ties such as securitization, brokerage services, and management of financial assets for individual customers and mutual funds. This method of measuring nontraditional banking activities is not fully satisfactory. For example, we cannot distinguish between variation due to changes in volume and variation due to changes in price, and noninterest income is partly generated from traditional activities such as service charges on deposits or credits rather than from nontraditional activities.

The inputs are: Borrowed money, including demand, time and saving deposits, deposits from non-banks, securities sold under agreements to repurchase, and other borrowed money ( $x_{1}$ ); Labor, measured by total number of employees $\left(x_{2}\right)$; and Physical Capital, measured by the value of fixed assets in the balance sheet $\left(x_{3}\right)$. All of the input prices, $w_{i}(i=1,2,3)$ were calculated in a straightforward way by dividing nominal expenses by input quantities. Accordingly, total cost includes both interest and operating expenses.

We normalize our variables by dividing by the sample geometric mean, so that the first order coefficients can be interpreted as the elasticities evaluated at that point. Furthermore, the standard homogeneity of degree one in input prices is imposed by normalizing cost and input prices using the price of physical capital as a numeraire. Thus in the end we have a translog function of five variables-three outputs and two normalized input prices. We also have an overall intercept, and our function $\lambda_{t}(\theta)$ has $\theta$ as a scalar. So, in terms of our previous notation, we have $N=50, T=7$, $K=20, g=1$ and $p=1$. We have a total of 22 parameters ( 20 in $\beta, 1$ in $\gamma, 1$ in $\theta$ ), in addition to the individual effects $\alpha_{i}(i=1, \ldots, 50)$.

We note that the intrument vector $W_{i}$ defined in Section 2 is of dimension $T K+g=141$, which is rather large. For some of our methods of estimation we will instead make use of a reduced instrument set $P_{i}$, of dimension 6, which contains (for bank $i$ ) an intercept, plus the mean (over time) values of the three outputs and the two normalized input prices.

### 6.3 Methods of Estimation

The cost equation is estimated using the GMM estimators of the previous sections. We will use the following notation to refer to our estimators.

GMM1(W) is the GMM estimator based on the moment conditions (3.2). This estimator uses the Orthogonality assumption only. The $\mathbf{W}$ in the parentheses indicates that it uses the full instrument set $W_{i}$. There are 846 moment conditions. Since $N=50<846, \hat{V}_{11}$ as given in equation (3.8) is singular-it is of rank 50 but dimension 846 . In this case, and in other similar cases below, we used the Moore-Penrose pseudo-inverse $\hat{V}_{11}^{+}$as our weighting matrix. For a justification of this procedure, see Doran and Schmidt (2002).

GMM1 $(\mathbf{P})$ is the GMM estimator that exploits the same Orthogonality assumption, but uses only the reduced instrument set $P_{i}$, that is, the moment conditions (A.I). There are 36 moment conditions so the estimated weighting matrix is non-singular (which is the point of using $P_{i}$ ).

GMM2 refers to the estimator based on the moment conditions (3.13), which were motivated by the NCH assumption. However, we evaluate the asymptotic variances without assuming NCH— see Appendix B. This is an exactly identified problem (number of moment conditions = number of parameters $=22)$ so the weighting matrix is irrelevant. We need estimates of the nuisance parameters in (3.13c), however. GMM2(W) will refer to the case that the nuisance parameter estimates are based on the GMM1(W) results, whereas GMM2(P) means that the GMM1(P) results were used.

GMM3( $\mathbf{W}$ ) is the GMM estimator that is based on the moment conditions (4.2). This estimator relies on the Orthogonality and Covariance assumptions. The number of moment conditions is $846+20+6=872$. Once again we need a generalized inverse.

GMM3(P) uses the reduced instrument set $P_{i}$ in (4.2a), and also omits the conditions (4.2b), in order to avoid having more instruments than banks. The number of moment conditions is $36+6=$
42.

GMM4 is the estimator based on the moment conditions (4.9), (4.2b) and (4.2d). This set of moment conditions was motivated by the CIM4 assumption. The number of moment conditions is $22+20+6=48$. (We evaluate nuisance parameters in (4.9) using the GMM3(W) results so we could call our estimator GMM4(W).) We evaluate the asymptotic variance without imposing the CIM4 assumption, as in Appendix B.

GMM5 is the estimator based on the moment conditions (4.9) and (4.2c). That is, compared to GMM4 we just drop the $b_{2 i}$ condition (4.2b). The number of moment conditions is 28 . We will call this estimator GMM5(W) when the nuisance parameters are evaluated using the GMM3(W) results, and $\mathbf{G M M 5}(\mathbf{P})$ when the nuisance parameters are evaluated using the GMM3(P) results.

CLS is the concentrated least squares estimator of Section 5. Its asymptotic variance is evaluated as in Appendix D.

In addition, we also consider the following estimators from the existing literature.
WITHIN is the standard within (fixed-effects) estimator that assumes time-invariant efficiency. See Schmidt and Sickles (1984).

MLE1 is a Battese-Coelli (1992)-type estimator. The model is still (6.1) but now we assume that $\epsilon_{i t}$ is i.i.d. $N\left(0, \sigma_{\epsilon}^{2}\right)$ whereas $\alpha_{i}$ is i.i.d. as the truncation of $N\left(0, \sigma_{\alpha}^{2}\right)$. See Battese and Coelli (1992) for details of estimation of the inefficiencies.

MLE2 is an extension of MLE1, as follows. The model for MLE1 is not really comparable to our model for GMM, because the model for MLE1 has a time-invariant frontier. For MLE2 we assert that $\alpha_{i}=\alpha+u_{i}$, where $u_{i}$ is truncated normal, but $\alpha \neq 0$. Now the error is $\epsilon_{i t}+u_{i} \exp (\theta(t-$ $1)$ ), so that we have a model of Battese-Coelli type, but the regression function (frontier) contains $\alpha \exp (\theta(t-1))$ which is time varying. An empirically relevant obseration is that $\alpha$ and $\gamma$ are only separately identified when $\theta \neq 0$.

Comparing estimators, WITHIN can be viewed as a special case of GMM1. GMM1 relies
on less assumptions than GMM3. The MLE2 results rely on stronger assumptions. In particular MLE2 makes the "random effects" assumption that $\alpha_{i}$ is independent of the regressors. Moreover, the individual effects $\alpha_{i}$ in the MLE model are also restricted to be i.i.d. half-normal (i.e., to be positive) and $\epsilon_{i t}$ to be i.i.d. normal. The other GMM estimators (GMM2, GMM4, GMM5, CLS) represent attempts at simplication of GMM1 or GMM3. As noted, MLE1 is really non-comparable to the other estimators.

### 6.4 Empirical Results

The parameter estimates for the cost frontiers are presented in Table 1. All of the output coefficients are positive, except for one coefficient for GMM1(P), indicating that the estimated cost frontiers are, at the sample geometric mean, increasing in outputs. The input price elasticities are also positive at the geometric mean. These results confirm the positive monotonicity of the cost frontiers with respect to input prices and assure positive input cost-shares. Borrowed Money represents about 65 percent of banks' total cost, while Labor represents about 30 percent, and Physical Capital less than 5 percent.

Returns to scale can be estimated as one minus the scale elasticity; that is, as one minus the sum of the output cost elasticities. At the sample mean, the scale elasticity and returns to scale are only a function of the first-order output parameters. The results indicate moderately increasing returns to scale. However, this differs somewhat over methods of estimation. We can distinguish three groups of estimators in terms of their estimated returns to scale. For GMM2(P or W), GMM4, GMM5(P or W), CLS and MLE(1 or 2), this value is positive but less than 0.10 , indicating the existence of moderate scale economies, as found in many past analyses of Spanish banks. These scale economies, however, are larger for WITHIN, GMM1(W) and GMM3(W), and they are unreasonably large for GMM1(P) and GMM3(P).

Next we consider the levels of cost efficiency implied by these estimates. The cost efficiency
indexes are obtained using equation (6.5), except for the MLE estimators, where we follow Battese and Coelli (1992), with minor modifications to accomodate the case of a cost frontier instead of a production frontier.

Table 2 reports the yearly average of the estimated efficiency levels. For GMM4, GMM5(P or W), CLS and MLE(1 or 2 ) we obtain a mean efficiency index of approximately 85 or 90 percent. In these cases the average efficiency levels are similar to those found in other studies using the same data set (see, for instance, Cuesta and Orea, 2002). However, the scores are slightly lower for GMM1(W), GMM2(P or W) and GMM3(W), even lower for WITHIN, and ridiculously low for GMM1(P) and GMM3(P).

Except for the WITHIN estimator (where time-invariance of efficiency is imposed), the cost efficiency indexes increase or decrease over time on the basis of the sign of $\theta$. If this parameter is positive (negative), efficiency decreases (increases) and the differences among firms increase (decrease) due to the exponential functional form of $\lambda_{t}(\theta)$. The estimated $\theta$ value is positive in all cases, and it is statistically different from zero except for GMM2(P or W), GMM1(P), GMM3(P) and MLE1. For GMM2(P or W ), the estimated $\theta$ is not small, but its standard error is very large. Conversely, GMM1(W) and GMM3(W) give relatively small values of $\theta$ but they are still significant because their standard errors are small. Except for MLE1, the estimators that have the smallest values of $\theta$ (namely WITHIN, GMM1(P or W) and GMM3(P or W)) are also the ones that have the lowest efficiency scores.

In Table 3 we show the Spearman rank correlation coefficients between the efficiency levels estimated using the alternative models. Here the "observations" are the efficiency rankings of the various banks at a given time period $(t)$. The efficiency levels vary over $t$ but the ranks do not, so these rank correlations are the same for $t=1,2, \ldots, T$. The rank correlation coefficients are often high (in general, over 0.8 ), indicating that choosing a specific estimator is not necessarily a crucial issue when ranking firms in terms of their efficiency levels. However, WITHIN, GMM1(P) and

GMM3(P) are outliers, in the sense that their efficiencies do not correlate well with the efficiencies from the other methods, though they correlate strongly with each other. Recall that these three methods gave the lowest average efficiencies and also those that varied least over time, so they are outliers in many senses.

The estimated efficiency scores for the first period are graphed according to bank size in Figure 1. This figure seems to show a negative correlation between efficiency and size. We can see that again WITHIN, GMM1(P) and GMM3(P) are outliers, in that the efficiency levels are lower and they decrease more markedly with bank size. This is true to a lesser extent for GMM1(W) and GMM3(W). Even for the other methods, however, the efficiency levels are low for the very largest banks. This is especially apparent for the five biggest savings banks, which are the result of large mergers that took place in the early 1990's. Hence, these results support the argument that merged banks are less efficient than non-merged banks, as found also by Cuesta and Orea (2002).

Having discussed the economic results implied by our estimates, we now turn to a more econometrically oriented discussion. The basic issue is how to choose among these different estimators. We want to ask whether any of the models appear to be adequate and which seem to be best, in some sense. These are important and difficult questions in many efficiency estimation exercises, of course.

We will begin with the estimators that rely on the Orthogonality Assumption only, namely, GMM1 and GMM2. We can test the validity of the Orthogonality Assumption (and also the correctness of the regression specification) using the usual GMM overidentification test. A little notation will be useful here. Let $N(=50)$ be the number of observations, $s(=22)$ be the number of parameters, and $r$ be the number of moment conditions (e.g., for GMM1(W), $r=846$ ). A standard GMM result is that the minimized value of the GMM criterion function is asymptotically (for large $N$ ) distributed as chi-squared, with degrees of freedom equal to the degree of overidentificaion. This degree of overidentification is usually quoted as $r-s$, but this may not be appropriate when $r$
is larger than $N$. We will use $\min (r, N)-s$ as our degrees of freedom, $\operatorname{since} \min (r, N)$ is the rank of the estimated variance matrix of the moment conditions, whose inverse (or generalized inverse) is used in calculating the criterion function. This distinction matters only when $N<r$, as is true for GMM1(W) and GMM3(W). Rejection of the joint hypothesis of correct specification and valid moment conditions is indicated by a significantly large chi-squared value.

For GMM2, the estimation problem is exactly identified so there is no overidentification test. For GMM1(W), we obtain a criterion function of 28.5 , which is unremarkable in a chi-squared distribution with $50-22=28$ degrees of freedom. For GMM1(P), the statistic is 4.47 , which is certainly not significantly large in a chi-squared distribution with $36-22=14$ degrees of freedom. In fact, the opposite is true: such a small value should arise with a probability of less than 0.01. This does not argue against the validity of the moment conditions but it indicates some problem, perhaps a failure of asymptotics to be reliable. We conclude that there is no strong evidence against the validity of the Orthogonality Assumption. However, having said that, we are not satisfied with the results that come from any of these estimators. The GMM1(P) results are simply not believable, as discussed above. For GMM1(W), the results are somewhat strange also, and we do not trust the accuracy of the asymptotic results, given the very large number of moment conditions. For GMM2(P or W), many of the results seem plausible, but the level of precision is too low to be acceptable. For example, the standard error for the estimate of $\theta$ is over ten times larger for GMM2 than for any other method. This may argue against the validity of the NCH assumption. However, it is also reasonable to wonder whether we might just have the "random effects" case that the effects are uncorrelated with all of the explanatory variables. In this case $\theta$ is not identified under the Orthogonality Assumption only.

Now consider estimators that use the Covariance Assumption in addition to the Orthogonality Assumption. We can test the hypothesis of the validity of the Covariance Assumption (as well as the model specification and the Orthogonality Assumption) using the GMM overidentification test
for any of the GMM estimators that use these assumptions. GMM3(W) has a chi-squared statistic of 27.7, which is unremarkable in a chi-squared distribution with 28 degrees of freedom. GMM3(P) has a statistic of 10.2 , which is suspiciously small, not large, with 20 degrees of freedom. GMM4 has a statistic of 39.4 , which is significant at about the 0.05 level. GMM5(W) has a statistic of 7.98, which is not significant at usual levels. GMM5(P) has a statistic of 12.0 , which is significant at about the 0.10 level. Thus there is some evidence, but not overwhelmingly strong evidence, against the Covariance Assumption.

We can also test the $b_{2 i}$ moment conditions (4.2b) separately from the $b_{3 i}$ moment conditions (4.2c). Here we use the general GMM result that, if we move from $s$ moment conditions to $q>s$ conditions (and where the smaller set is a subset of the larger set), the difference in the GMM criterion functions is asymptotically chi-squared with $q-s$ degrees of freedom. To test the $b_{3 i}$ conditions, we compare GMM3(P) to GMM1(P), giving a statistic of $10.22-4.47=5.75$, which is not significant in a chi-squared with $42-36=6$ degrees of freedom. We can test the $b_{2 i}$ conditions by comparing GMM4 to GMM5(W), in which case the statistic is $39.4-8.0=31.4$, which is significant at about the 0.05 level in the chi-squared distribution with $28-8=20$ degrees of freedom. Again there is some evidence but not extremely strong evidence against the validity of the moment conditions implied by the Covariance Assumption.

Among these estimators, we would discard GMM3(P) on the basis of its too-small overidentification test statistic and its economically unbelievable results, and we would discard GMM3(W) because we do not trust the validity of the asymptotic results with so many moment conditions. Among the other estimators (GMM4, GMM5(P or W), and also CLS) there is less basis for choice, but fortunately it is also the case that the economically interesting results do not depend very much on which of these estimators one would choose. It is probably fair to say that GMM4 looks better than GMM5(P or W ), since the estimates are quite similar but the level of precision is much better for GMM4. This argues against the assumption of normality of the errors $\left(\epsilon_{i t}\right)$ since under the
normality assumption GMM5 should be just as efficient as GMM4.
Finally, we turn to the MLE estimators. These depend on the Orthogonality and Covariance assumptions, but also on the "random effects" assumption and on distributional assumptions for the $\epsilon_{i t}$ and the $\alpha_{i}$. We can decisively reject the MLE1 model in favor of the MLE2 model, since the parameter $\alpha$ (see the discussion of MLE2 in Section 6.3) is very significantly different from zero. The MLE2 results are economically not terribly different from those from GMM4 (or CLS or GMM5, for that matter), a reassuring result in the sense that those models that we have trouble choosing between do not give strikingly different answers.

## 7 Conclusions

In this paper we have considered a panel data model with parametrically time-varying coefficients on the individual effects. Following Ahn, Lee and Schmidt (2001), we have enumerated the moment conditions implied by alternative sets of assumptions on the model. We have shown that our sets of moment conditions capture all of the useful information contained in our assumptions, so that the corresponding GMM estimators exploit these assumptions efficiently.

We have also considered concentrated least squares estimation. Here the incidental parameters problem is relevant because we are treating the fixed effects as parameters to be estimated. An interesting result is that the consistency of the least squares estimator requires both exogeneity assumptions and the assumption that the errors are white noise. Furthermore, given the white noise assumption, the least squares estimator is inefficient, because it fails to exploit all of the moment conditions that are available.

We show how the GMM estimation problem can be simplified under some additional assumptions, including the assumption of no conditional heteroskedasticity and a stronger conditional moment independence assumption. Under these assumptions we also give explicit expressions for
the variance matrices of the GMM and least squares estimators.
Finally, we apply these GMM estimation methods to the measurement of cost efficiency of Spanish savings banks over the period 1992-1998. Different estimators give different results, and some estimators give very poor results. However, some of these estimators can be rejected on statistical grounds, and others give results that are too ridiculous to be taken seriously. Those methods that are not rejected on statistical or economic grounds give results that are similar to each other, and also to the results from previous analyses of these data. We conclude that our GMM methods can be practically useful.

## APPENDIX

## A GMM Using a Subset of the Instruments

First we consider estimation under the orthogonality assumption only. The available moment conditions are $b_{1 i}$ as given in equation (3.2). They assert that $W_{i}$ in uncorrelated with $\left(u_{i t}-\lambda_{t} u_{i 1}\right)$ for $t=2, \ldots, T$, where $W_{i}$ is the "instrument" vector that contains $X_{i 1}, \ldots, X_{i T}$ and $Z_{i}$.

Now we suppose that we use only a subset of the instruments. So, let $P_{i}$ be any subset of $W_{i}$, and we consider the moment conditions

$$
\begin{equation*}
E b_{1 i}^{P}(\beta, \gamma, \theta)=E\left[G(\theta)^{\prime} u_{i}(\beta, \gamma) \otimes P_{i}\right]=0 \tag{A.1}
\end{equation*}
$$

which is the same as (3.2) except $P_{i}$ replaces $W_{i}$. Now let $V_{11}^{P}=E b_{1 i}^{P} b_{1 i}^{P \prime}$, of which a consistent estimate would be

$$
\begin{equation*}
\hat{V}_{11}^{P}=\frac{1}{N} \sum_{i=1}^{N} b_{1 i}^{P}(\tilde{\beta}, \tilde{\gamma}, \tilde{\theta}) b_{1 i}^{P}(\tilde{\beta}, \tilde{\gamma}, \tilde{\theta})^{\prime} \tag{A.2}
\end{equation*}
$$

where $\tilde{\beta}, \tilde{\gamma}, \tilde{\theta}$ is any consistent estimate. Let $B_{1}^{P}$ be the matrix of expected derivatives of $b_{1 i}^{P}$ with respect to $\beta, \gamma$ and $\theta$. Then a consistent estimate of $B_{1}^{P}$ is

$$
\begin{equation*}
\hat{B}_{1}^{P}=\frac{1}{N} \sum_{i=1}^{N} \hat{B}_{1 i}^{P}, \quad \hat{B}_{1 i}^{P}=-\left(\tilde{G}^{\prime} X_{i}, \tilde{G}^{\prime} 1_{T} Z_{i}^{\prime}, \tilde{u}_{i 1} \tilde{\Lambda}_{*}\right) \otimes P_{i} \tag{A.3}
\end{equation*}
$$

where $\tilde{G}, \tilde{u}_{i 1}$ and $\tilde{\Lambda}_{*}$ are evaluated at any consistent estimate. Finally, $\left(\hat{B}_{1}^{P} \hat{V}_{11}^{P-1} \hat{B}_{1}^{P}\right)^{-1}$ is a consistent estimate of the asymptotic variance of $\sqrt{N}$ times $\left[(\hat{\beta}-\beta)^{\prime},(\hat{\gamma}-\gamma)^{\prime},(\hat{\theta}-\theta)^{\prime}\right]^{\prime}$, where these are the GMM estimates from (A.II).

Next we consider estimation under the orthonality and covariance assumptions. In this case the set of available moment conditions consists of $b_{1 i}, b_{2 i}$ and $b_{3 i}$ as given in equation (4.2). Now suppose that we use $P_{i}$ instead of $W_{i}$, so that the moment conditions we use are expressed by $b_{1 i}^{P}$, $b_{2 i}$ and $b_{3 i}$. Let $b_{i}^{P}$ be the vector that contains $b_{1 i}^{P}, b_{2 i}$ and $b_{3 i}$; let $V^{P}$ be its variance matrix, and $B^{P}$
be its expected derivative matrix. We can estimate $V^{P}$ as in (A.2) above, but with $b_{1 i}^{P}$ replaced by $b_{i}^{P}$. The expected derivative matrix $B^{P}$ has blocks $B_{1}^{P}, B_{2}$ and $B_{3}$ (arranged vertically). $B_{1}^{P}$ can be estimated as in (A.3). $B_{2}$ and $B_{3}$ do not depend on whether we use $P_{i}$ or $W_{i}$. We can estimate $B_{2}$ by

$$
\begin{align*}
\hat{B}_{2} & =\frac{1}{N} \sum_{i=1}^{N} \hat{B}_{2 i}, \text { where }  \tag{A.4a}\\
\hat{B}_{2 i} & =-H^{\prime}\left[\left(\tilde{G}^{\prime} X_{i}, \tilde{G}^{\prime} 1_{T} Z_{i}^{\prime}, \tilde{u}_{i 1} \tilde{\Lambda}_{*}\right) \otimes \tilde{u}_{i}+\tilde{G}^{\prime} \tilde{u}_{i} \otimes\left(X_{i}, 1_{T} Z_{i}^{\prime}, 0\right)\right] \tag{A.4b}
\end{align*}
$$

Similarly we can estimate $B_{3}$ by

$$
\begin{align*}
\hat{B}_{3} & =\frac{1}{N} \sum_{i=1}^{N} \hat{B}_{3 i}, \text { where }  \tag{A.5a}\\
\hat{B}_{3 i} & =-\frac{\tilde{\lambda}^{\prime} \tilde{u}_{i}}{\tilde{\lambda}^{\prime} \tilde{\lambda}}\left(\tilde{G}^{\prime} X_{i}, \tilde{G}^{\prime} 1_{T} Z_{i}^{\prime}, \tilde{u}_{i 1} \tilde{\Lambda}_{*}\right)-\frac{1}{\tilde{\lambda}^{\prime} \tilde{\lambda}} \tilde{G}^{\prime} \tilde{u}_{i}\left(\tilde{\lambda}^{\prime} X_{i}, \tilde{\lambda}^{\prime} 1_{T} Z_{i}^{\prime}, C_{i}\right)  \tag{A.5b}\\
C_{i} & =-\tilde{u}_{i}^{\prime} \tilde{\Lambda}+2 \frac{\tilde{\lambda}^{\prime} \tilde{u}_{i}}{\tilde{\lambda}^{\prime} \tilde{\lambda}^{\prime}} \tilde{\lambda}^{\prime} \tilde{\Lambda} \tag{A.5c}
\end{align*}
$$

## B Variance Expressions That Do Not Depend on NCH or CIM4

First we will show how to calculate an estimate of the asymptotic variance matrix of the GMM estimate based on (3.13). The consistency of this estimate does not depend on the NCH assumption.

Our estimate will be of the form $\left(\hat{B}^{\prime} \hat{V}^{-1} \hat{B}\right)^{-1}$. Here $\hat{V}$ is an estimate of the variance matrix of the moment conditions, and it can be constructed in the usual way as the average over observations of the sums of squares and cross-products of the moment conditions. (That is, the calculation is analogous to (A.2) above, but with a different set of moment conditions.) Similarly, the estimate $\hat{B}$ is an avarage over observations of matrices of derivatives of the moment conditions with respect to the parameters. (That is, it is analogous to (A.3), (A.4) or (A.5) above.) To calculate these derivatives, we can simply replace the term $G^{\prime} u_{i}$ in (3.13a), (3.13b) and (3.13c) by the matrix

$$
\begin{equation*}
-\left[\tilde{G}^{\prime} X_{i}, \tilde{G}^{\prime} 1_{T} Z_{i}^{\prime}, \tilde{u}_{i 1} \tilde{\Lambda}_{*}\right] \tag{B.1}
\end{equation*}
$$

In doing so, we are ignoring the fact that the terms preceeding $G^{\prime} u_{i}$ depend on $\theta$. But the derivatives of these terms would be multiplied by $G^{\prime} u_{i}$, and the expectation of this product is zero, so they can be ignored.

Similar considerations apply to the GMM estimation based on (4.9), (4.2b) and (4.2d). We can construct an estimate of its variance matrix that does not depend on the correctness of the CIM4 assumption. The only complicated issue is the estimation of the expected derivative matrices. This follows from the previous discussion, as follows. (i) For the expected derivative matrix of (4.9), replace $G^{\prime} u_{i}$ by $-\left(\tilde{G}^{\prime} X_{i}, \tilde{G}^{\prime} 1_{T} Z_{i}^{\prime}, \tilde{u}_{i 1} \tilde{\Lambda}_{*}\right)$ and average over observations. (ii) For the expected derivative matrix of (4.2b) and (4.2C), see (A.4) and (A.5) above.

## C The Asymptotic Variance of the GMM Estimator Based on Orthogonality and Covariance Assumptions

Under the Orthogonality and Covariance Assumptions, the moment conditions we have are $b_{1 i}=$ $G^{\prime} u_{i} \otimes W_{i}, b_{2 i}=H^{\prime}\left(G^{\prime} u_{i} \otimes u_{i}\right)$, and $b_{3 i}=\left(\lambda^{\prime} \lambda\right)^{-1} \lambda^{\prime} u_{i} \otimes G^{\prime} u_{i}$. In Appendix A we showed how to estimate the variance of the GMM estimate based on these moment conditions. In this Appendix, we give an explicit expression of this variance matrix. The expression is calculated under the CIM4 assumption.

Let $\delta=\left(\beta^{\prime}, \gamma^{\prime}, \theta^{\prime}\right)^{\prime}$. Let $B_{j}=-E\left(\partial b_{j i} / \partial \delta\right)$ for $j=1,2,3$, evaluated at the true parameters. Let $V_{j k}=E b_{j i} b_{k i}^{\prime}$ for $j, k=1,2,3$, evaluated at the true parameters. Define $\kappa_{3}=E \epsilon_{i t}^{3} / \sigma_{\epsilon}^{2}$ and $\kappa_{4}=E\left(\epsilon_{i t}^{4}-3 \sigma_{\epsilon}^{4}\right) / \sigma_{\epsilon}^{2}$. Let $\mu_{W}=E W_{i} ; \Phi=\Phi(\theta)=\lambda_{*} \lambda_{*}^{\prime}+\operatorname{diag}\left(\lambda_{2}, \ldots, \lambda_{T}\right)$; and $\Phi_{*}=$
$\lambda_{*} \lambda_{*}^{\prime}+\operatorname{diag}\left(\lambda_{2}^{2}, \ldots, \lambda_{T}^{2}\right)$, where $\lambda_{*}=\left(\lambda_{2}, \ldots, \lambda_{T}\right)^{\prime}$. After some algebra, we get

$$
\begin{align*}
& V_{11}=\sigma_{\epsilon}^{2}\left(G^{\prime} G \otimes \Sigma_{W W}\right)  \tag{C.1}\\
& V_{12}=\sigma_{\epsilon}^{2}\left(G^{\prime} G \otimes \Sigma_{W \alpha} \lambda^{\prime}\right) H  \tag{C.2}\\
& V_{13}=\sigma_{\epsilon}^{2}\left[G^{\prime} G \otimes \Sigma_{W \alpha}+\frac{\kappa_{3}}{\lambda^{\prime} \lambda}\left(\Phi \otimes \mu_{W}\right)\right]  \tag{C.3}\\
& V_{22}=\sigma_{\epsilon}^{2} H^{\prime}\left[G^{\prime} G \otimes\left(\sigma_{\alpha}^{2} \lambda \lambda^{\prime}+\sigma_{\epsilon}^{2} I_{T}\right)\right] H  \tag{C.4}\\
& V_{23}=\sigma_{\epsilon}^{2} H^{\prime}\left\{\left[\left(\sigma_{\alpha}^{2}+\frac{\sigma_{\epsilon}^{2}}{\lambda^{\prime} \lambda}\right) G^{\prime} G+\frac{\kappa_{3}}{\lambda^{\prime} \lambda} \mu_{\alpha} \Phi\right] \otimes \lambda\right\}  \tag{C.5}\\
& V_{33}=\sigma_{\epsilon}^{2}\left\{\left(\sigma_{\alpha}^{2}+\frac{\sigma_{\epsilon}^{2}}{\lambda^{\prime} \lambda}\right) G^{\prime} G+2 \frac{\kappa_{3}}{\lambda^{\prime} \lambda} \mu_{\alpha} \Phi+\frac{\kappa_{4}}{\left(\lambda^{\prime} \lambda\right)^{2}} \Phi_{*}\right\} \tag{C.6}
\end{align*}
$$

and

$$
\begin{align*}
& B_{1}=-\left[\left(G \otimes \Sigma_{W W}\right)^{\prime} S_{X},\left(G \otimes \Sigma_{W W}\right)^{\prime} S_{Z}, \Lambda_{*} \otimes \Sigma_{W \alpha}\right]  \tag{C.7}\\
& B_{2}=-H^{\prime}\left(I_{T-1} \otimes \lambda\right)\left[\left(G \otimes \Sigma_{W \alpha}\right)^{\prime} S_{X},\left(G \otimes \Sigma_{W \alpha}\right)^{\prime} S_{Z}, \sigma_{\alpha}^{2} \Lambda_{*}\right]  \tag{C.8}\\
& B_{3}=-\left[\left(G \otimes \Sigma_{W \alpha}\right)^{\prime} S_{X},\left(G \otimes \Sigma_{W \alpha}\right)^{\prime} S_{Z}, \sigma_{\alpha}^{2} \Lambda_{*}\right] \tag{C.9}
\end{align*}
$$

With these results, the variance-covariance of the GMM estimator is

$$
\operatorname{cov} \sqrt{N}(\hat{\delta}-\delta)=\left[\left(B_{1}^{\prime}, B_{2}^{\prime}, B_{3}^{\prime}\right)\left(\begin{array}{lll}
V_{11} & V_{12} & V_{13}  \tag{C.10}\\
V_{12}^{\prime} & V_{22} & V_{23} \\
V_{13}^{\prime} & V_{23}^{\prime} & V_{33}
\end{array}\right)\left(\begin{array}{c}
B_{1} \\
B_{2} \\
B_{3}
\end{array}\right)\right]^{-1} .
$$

The evaluation of these results requires an estimate of $\sigma_{\alpha}^{2}$, an issue not previously discussed. A very simple estimate of $\sigma_{\alpha}^{2}$ can be obtained (assuming that the Covariance assumption holds) by solving (4.8) of the text. This yields

$$
\begin{equation*}
\hat{\sigma}_{\alpha}^{2}=\frac{1}{\hat{\lambda}_{t}} \frac{1}{N} \sum_{i=1}^{N} \hat{u}_{i t} \hat{u}_{i 1} \tag{C.11}
\end{equation*}
$$

for any single $t$ (e.g. $t=2$ ). A slightly more complicated estimator is as follows. Under the Covariance assumption, $G^{\prime} \Sigma_{\epsilon \epsilon} G=\sigma_{\epsilon}^{2} G^{\prime} G$. Therefore, we can estimate $\sigma_{\epsilon}^{2}$ by

$$
\begin{equation*}
\hat{\sigma}_{\epsilon}^{2}=\operatorname{trace}\left(\widehat{G^{\prime} \Sigma_{\epsilon \epsilon} G}\right) / \operatorname{trace}\left(\hat{G}^{\prime} \hat{G}\right) \tag{C.12}
\end{equation*}
$$

where $\widehat{G^{\prime} \Sigma_{\epsilon \epsilon} G}$ is given in equation (3.15), and trace $\left(\hat{G}^{\prime} \hat{G}\right)=\sum_{t=2}^{T}\left(1+\hat{\lambda}_{t}^{2}\right)$. Next, define $\hat{\Sigma}$ as the left hand side of equation (3.14); it is a consistent estimate of $\sigma_{\epsilon}^{2} I_{T}+\sigma_{\alpha}^{2} \lambda \lambda^{\prime}$. So then a consistent estimate of $\sigma_{\alpha}^{2}$ is

$$
\begin{equation*}
\tilde{\sigma}_{\alpha}^{2}=\operatorname{trace}\left(\hat{\Sigma}-\hat{\sigma}_{\epsilon}^{2} I_{t}\right) / \operatorname{trace}\left(\hat{\lambda} \hat{\lambda}^{\prime}\right)=\left[\operatorname{trace}(\hat{\Sigma})-T \hat{\sigma}_{\epsilon}^{2}\right] / \hat{\lambda}^{\prime} \hat{\lambda} \tag{C.13}
\end{equation*}
$$

## D The asymptotic variance of the CLS estimator

In this Appendix we evaluate the asymptotic variance of the CLS estimator. We obtain an explicit expression by imposing the CIM4 assumption.

By the standard Taylor series expansion technique, we find that the asymptotic variance will be equal to $A_{0} B_{0}^{-1} A_{0}$ where

$$
\begin{equation*}
A_{0}=E \frac{\partial^{2} C_{i}}{\partial \delta \partial \delta^{\prime}}, \text { and } B_{0}=E \frac{\partial C_{i}}{\partial \delta} \frac{\partial C_{i}}{\partial \delta^{\prime}} \tag{D.1}
\end{equation*}
$$

evaluated at the true parameter. Let us calculate each of them. Let $\Lambda=\partial \lambda\left(\theta_{0}\right) / \partial \theta^{\prime}=\left(0_{p \times 1}, \Lambda_{*}^{\prime}\right)^{\prime}$. $B_{0}$ is the same as in Ahn, Lee and Schmidt (2001, p. 253). Let $\Psi=G\left(G^{\prime} G\right)^{-1} \Phi \cdot\left(G^{\prime} G\right)^{-1} G^{\prime}$; $\Psi_{*}=G\left(G^{\prime} G\right)^{-1} \Phi_{*}\left(G^{\prime} G\right)^{-1} G^{\prime} ;$ and $\mu_{\alpha}=E \alpha_{i}$. Then

$$
\begin{align*}
& E \frac{\partial C_{i}}{\partial \beta} \frac{\partial C_{i}}{\partial \beta^{\prime}}=4 \sigma_{\epsilon}^{2} S_{X}^{\prime}\left(P_{G} \otimes \Sigma_{W W}\right) S_{X}  \tag{D.2}\\
& E \frac{\partial C_{i}}{\partial \beta} \frac{\partial C_{i}}{\partial \gamma^{\prime}}=4 \sigma_{\epsilon}^{2} S_{X}^{\prime}\left(P_{G} \otimes \Sigma_{W W}\right) S_{Z}  \tag{D.3}\\
& E \frac{\partial C_{i}}{\partial \beta} \frac{\partial C_{i}}{\partial \theta^{\prime}}=4 \sigma_{\epsilon}^{2} S_{X}^{\prime}\left[P_{G} \otimes \Sigma_{W \alpha}+\frac{\kappa_{3}}{\lambda^{\prime} \lambda}\left(\Psi \otimes \mu_{W}\right)\right] \Lambda  \tag{D.4}\\
& E \frac{\partial C_{i}}{\partial \gamma} \frac{\partial C_{i}}{\partial \gamma^{\prime}}=4 \sigma_{\epsilon}^{2} S_{Z}^{\prime}\left(P_{G} \otimes \Sigma_{W W}\right) S_{Z}  \tag{D.5}\\
& E \frac{\partial C_{i}}{\partial \gamma} \frac{\partial C_{i}}{\partial \theta^{\prime}}=4 \sigma_{\epsilon}^{2} S_{Z}^{\prime}\left[P_{G} \otimes \Sigma_{W \alpha}+\frac{\kappa_{3}}{\lambda^{\prime} \lambda}\left(\Psi \otimes \mu_{W}\right)\right] \Lambda  \tag{D.6}\\
& E \frac{\partial C_{i}}{\partial \theta} \frac{\partial C_{i}}{\partial \theta^{\prime}}=4 \sigma_{\epsilon}^{2} \Lambda^{\prime}\left\{\left(\sigma_{\alpha}^{2}+\frac{\sigma_{\epsilon}^{2}}{\lambda^{\prime} \lambda}\right) P_{G}+2 \frac{\kappa_{3}}{\lambda^{\prime} \lambda} \mu_{\alpha} \Psi+\frac{\kappa_{4}}{\left(\lambda^{\prime} \lambda\right)^{2}} \Psi_{*}\right\} \Lambda \tag{D.7}
\end{align*}
$$

$A_{0}$ is obtained from the following.

$$
\begin{align*}
E \frac{\partial^{2} C_{i}}{\partial \beta \partial \delta^{\prime}} & =2\left[S_{X}^{\prime}\left(P_{G} \otimes \Sigma_{W W}\right) S_{X}, S_{X}^{\prime}\left(P_{G} \otimes \Sigma_{W W}\right) S_{Z}, S_{X}^{\prime}\left(P_{G} \otimes \Sigma_{W \alpha}\right) \Lambda\right]  \tag{D.8}\\
E \frac{\partial^{2} C_{i}}{\partial \gamma \partial \delta^{\prime}} & =2\left[S_{Z}^{\prime}\left(P_{G} \otimes \Sigma_{W W}\right) S_{X}, S_{Z}^{\prime}\left(P_{G} \otimes \Sigma_{W W}\right) S_{Z}, S_{Z}^{\prime}\left(P_{G} \otimes \Sigma_{W \alpha}\right) \Lambda\right]  \tag{D.9}\\
E \frac{\partial^{2} C_{i}}{\partial \theta \partial \delta^{\prime}} & =2\left[\Lambda^{\prime}\left(P_{G} \otimes \Sigma_{W \alpha}^{\prime}\right) S_{X}, \Lambda^{\prime}\left(P_{G} \otimes \Sigma_{W \alpha}^{\prime}\right) S_{Z}, \sigma_{\alpha}^{2} \Lambda^{\prime} P_{G} \Lambda\right] . \tag{D.10}
\end{align*}
$$
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|  | $6 \mathrm{SL}{ }^{\circ}$ |  | \＆9000 |  | tol 0 |  | 86で0 |  |  |  | $86 て ゙ 0$ |  |  |  |
|  | L6000 |  | IEO＊ |  | 0L0＊0 |  | 6S「00 |  | ¢ LOO |  | \＆t「00 |  | 88100 | SLI |
| － |  | － |  | － |  | － |  | － |  | － |  |  |  | $o$ |
| ャع＊6 | \＆90．0 | $8 \varepsilon^{\circ} \mathrm{C}$ I | 09100 | ¢0．$¢ \tau$ | L60＊0 | $80^{\circ} \varepsilon$ | て「0＇0 | て\＆：0 | 280 0 | 18.7 | St0 0 |  |  | $\theta$ |
|  | †18．6 | 2S＇S88 | $889 \%$ | ¢S＇6ESI | StL\％ | t9＇sci | 2966 | 89＇を | L186 6 | SガてE」 | 8966 |  |  | ๆปәэıəци |
| 96．9－ | 91100－ | $\varsigma L \cdot \varsigma^{-}$ | 8910 ${ }^{-}$ | $9 \varepsilon^{\prime} \mathrm{LI}^{-}$ | 9SI $0^{-}$ | て9「で | $02.10{ }^{-}$ | $86^{-}$ | £と¢ $0^{-}$ | カ9＇で | ¢ ¢ $\mathrm{I}^{\circ}{ }^{-}$ | St゙で | ＋9000－ |  |
| £9 $0^{-}$ | ع10＊0－ | 6L＇0 | 2E000 | ¢10 $0^{-}$ | 500 $0^{-}$ | $1 \varepsilon^{\prime} \mathrm{I}$ | 0L0＇0 | ¢¢．0 | †て000 | ti＇I | S9000 | SL＇0 | ¢0000 | ${ }^{\chi} m$ ut ${ }^{\varepsilon} b_{\text {ut }}$ |
| $\downarrow て ゙ \varepsilon$ | $9+0{ }^{\circ}$ | $8 z^{\circ}$ | $800{ }^{\circ}$ | \＆でて | 0t0 0 | $9 \dagger^{\circ} 0$ | 61000 | L0\％ | £0000 | 9と\％ | 91000 | \＆9\％ | 09000 |  |
| 2S＊ | $9800^{\circ}$ | ¢9．0－ | $9700^{-}$ | $\varepsilon S^{\circ} 0^{-}$ | ti0 $0^{-}$ | $0 z^{\text {č－}}$ | 2てI「0－ | てど0－ | 220＊0－ | 10\％て－ | 0で「0－ | LL＇I | 8900 |  |
| $\varepsilon て ゙ ¢-$ | $9800^{-}$ | L $\varepsilon^{\circ} 0^{-}$ | $6000^{-}$ | ¢1＇${ }^{-}$ | LS0＊0－ | S0＇ $\mathrm{I}^{-}$ | 1t0 $0^{-}$ | 8で0－ | ¢ $0^{\circ} 0^{-}$ | 08\％${ }^{-}$ | ¢¢0＊0－ | $80^{\circ} \mathrm{c}$ | 0¢ $5^{\circ} 0^{-}$ |  |
| E9＊0 | LIO＇0 | เガ0 | 6100 | とで0 | $800{ }^{\circ}$ | LL＇0 | 0L0＇0 | £80 | 6t0 0 | $8 t^{\circ}$ | £ャ000 | 9000－ | E00 $0^{-}$ |  |
| ャで0－ | t00 $0^{-}$ | $L \varepsilon^{\prime} \mathrm{I}$ | $980{ }^{\circ}$ | H＇Z | $620{ }^{\circ}$ | $0 \downarrow^{\circ} 0$ | IZ0\％0 | \＆10－ | ti0 $0^{-}$ | ttio | 8200 | ガでで | 29000－ | ${ }^{\chi} m$ ui ${ }^{\text {L }}$ ¢ ui |
| S9＊ | OSO\％ | 9E．0 | $800{ }^{\circ}$ | ¢0 ${ }^{\circ}$ | LE0＊0 | $65^{\circ} 0$ | £ 2000 | ¢60 | Lt0 0 | $6 \varepsilon^{\circ}$ | LI00 | 9 ¢＇t | ¢ $\angle 0^{\circ} 0$ |  |
| でずャ | ${ }^{+} 0^{\circ} 0^{-}$ | $\varepsilon \Sigma^{\circ}{ }^{-}$ | ¢6000－ | 69\％－ | 280 $0^{-}$ | てと＊${ }^{-}$ | ＋t0＊0－ | てİ0 | ¢00\％0 | 99 ${ }^{-}$ | 190＊0－ | てL＇5－ | 6E0＊0－ |  |
| 19 $L^{-}$ | $9 \mathrm{LJ} 0^{-}$ | 20¢ ${ }^{-}$ | 8150 | ¢ $L^{\circ} 9^{-}$ | $80{ }^{\circ} 0^{-}$ | L6＇${ }^{-}$ | てE1＊0 | ¢S＇L－ | て0で0－ | I $\iota^{\prime} \mathrm{I}^{-}$ | 士で「0－ | でずか | 6I ${ }^{\circ} 0^{-}$ | ${ }^{7} b \mathrm{uI}^{\tau}{ }^{\text {L }}$ uI |
| $87^{\circ} \mathrm{Z}$ | S900 | 29＇1 | $880^{\circ} 0$ | 乙İ $\varepsilon$ | $980{ }^{\circ}$ | ゅでて | いで0 | ゅでて | 0150 | $0 \downarrow^{\circ} \mathrm{Z}$ | 8Iで0 | 91＇I | ¢¢0\％0 | $z^{\left(z_{m} m u\right)} \mathrm{g}^{\text {d }}$ |
| \＆9＊6 | ItI＇0 | $85^{\circ} \mathrm{S}$ | 09100 | 8 ${ }^{\circ} 0 \mathrm{I}$ | 6LI．0 | $\varepsilon L^{\circ} \varepsilon$ | ャ¢「．0 | II＇I | 9¢⿺辶 0 | $28^{\circ} \mathrm{E}$ | 0trio | 8t゙カ | 80100 | $\left.z^{( }{ }^{\mathrm{L}} m \mathrm{UT}\right) \mathrm{g}^{\text {．}}$ |
| 10．0 | $000{ }^{\circ}$ | ¢6\％ | 2t000 | てI＇I | Et0 0 | $85^{\circ} 0^{-}$ | ¢S000－ | $8 t^{\circ} \mathrm{I}^{-}$ | LLO $0^{-}$ | $60^{\circ}{ }^{-}$ | $6000^{-}$ | しが0 | IZ0＊0 | $z^{(8 b u l) g}{ }^{(8)}$ |
| $86^{\circ}$ | 2010 | II＇Z | 0Zİ0 | $0 L^{\circ} \varepsilon$ | 901．0 | てI＇0 | 91000 | 81＇乙 | 8E［「0 | てz＇0 | $620{ }^{\circ}$ | 6 V＇z | 9¢！${ }^{\circ}$ |  |
| $8 \varepsilon^{\prime}$＇ | LLI＇0 | L9．8 | 00で0 | てI＇01 | 2810 | $9 L^{\circ} \mathrm{Z}$ | ャ81．0 | ¢で8 | て0で0 | $9 L^{\circ}$ \％ | L6100 | 6L＇9 | ¢9100 | ${ }_{\mathrm{z}}\left(\mathrm{tb} \mathrm{u}_{\mathrm{I}}\right) \mathrm{c}^{\text {d }}$ |
| $85^{\circ} ¢ \mathcal{C}$ | ¢0¢0 | $0 \varepsilon^{\circ} 0$ \％ | ¢8で0 | tS＇LE | $667^{\circ} 0$ | LS＇tI | てEど0 | 8988 | 98で0 | ¢0＇t | 82E＊0 | 01•Iて | て6で0 | ${ }^{7} \mathrm{~m}$ uI |
| LL＇I6 | 8L900 | 80．99 | £ZL゙0 | 60．891 | ¢89＊0 | 866 | เ¢9＊0 | £どL8 | 89900 | Lぐ6t | เ¢9＊0 | Lで19 | ＋6900 | ${ }^{\text {I }}$ m $\mathrm{U}_{\text {I }}$ |
| $00^{\circ} \mathrm{L}$ | LSO 0 | $\downarrow て ゙ \downarrow$ | \＆9000 | $66^{\prime} 9$ | $290{ }^{\circ}$ | $\varepsilon \varepsilon^{\prime \prime} \downarrow$ | 60100 | ガ¢ | 29000 | $6 \varepsilon^{\prime} \dagger$ | 0てI「0 | ナL＇Z | $980^{\circ}$ | ${ }^{¢} \mathrm{~b}$ u |
| $10 \cdot L t$ | $\mathcal{E}+S^{\circ} 0$ | てع＊0¢ | 8LS＂0 | 98．9t | $8 \pm S^{\circ} 0$ | $L L^{\circ} 6$ | 0とが0 | 09＇s | 0tS＂0 | L6\％ | とで「0 | St゙ャて | 16t0 | ${ }^{\text {z }}$ ¢ uI |
| しでけt | $60 \varepsilon^{\circ} 0$ | L9＇$¢ \varepsilon$ | 8てど0 | L6．9S | $02 \varepsilon^{\circ} 0$ | 88． 11 | 208．0 | ¢901 | とてど0 | 8でで | ャIど0 | 09 てz | ャ8で0 | ${ }^{\text {I }} \mathrm{u}{ }_{\text {I }}$ |
| －Pets－1 | јə0つ | TVPIS－1 | ๖ə๐ | TPLTS－1 | Эəつ | 7ple 1 | Јəつ入 | 712］s－1 | 〕ə๐つ | 7els－1 | Эə๐ | ＇7els－1 | 〕ə○入 |  |
| STD |  | （M）SWWD |  | （M）tWW |  | （M）EWW |  | （M）zWND |  | （M）INW |  | NIHLIM |  |  |


|  | 9 |  | 02 |  |  |  | †I |  |  |  |  | f＇p |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \＆¢6． 1 |  | Iてで01 |  |  |  | てくt゙カ |  | Sc＇90L |  | 90.899 | uọ̣ouns ${ }_{\text {？}}^{\text {¢ }}$ O |
|  | 810\％ |  | 2S000 |  | 0200 |  | Sto ${ }^{\circ}$ |  | †て0＊0 |  | LZO＊ | ${ }^{3} \mathrm{O}$ |
|  | 60100 |  | L09 0 |  | ¢600 |  | E68． 1 |  | てII0 |  | 0tI「0 | ${ }^{\circ} \mathrm{O}$ |
|  | 9L0＇0 |  | LIE＊0 |  | OSO\％ |  | $08 \varepsilon^{\circ} 0$ |  | 6S0\％0 |  | 090\％ | SLI |
| － |  | － |  |  |  |  |  | LL｀9－ | 0¢で0－ |  |  | 0 |
| 8L＇8 | L80＇0 | E0＇I | ¢00＊0 | $9 t^{\circ}$ | 92I＊0 | 2I＇0 | $200^{\circ}$ | $8 \underbrace{\prime} 9$ | ¢ L0＇0 | ¢0＇0 | 100＊0 | $\theta$ |
| LE＇0ZS | 8SL＇6 | t0 0 2I | てII0I | S0＇tt | 0¢L．6 | ttio | ISL＇L | St＇I6て | L08．6 | 七L＇8ち9 | t0¢ 6 |  |
| $96{ }^{\circ}$ | IZİ0－ | ع0\％ $0^{-}$ | 200＊0－ | 8L＇0－ | IZİ0－ | 6t＊0－ | 2ع0＊0－ | $18^{\circ}{ }^{-}$ | LII $0^{-}$ | $98^{\circ} \mathrm{E}$ | E01 $0^{-}$ | ${ }^{\chi_{n}} \mathrm{u}_{\mathrm{I}} \mathrm{I}_{\mathrm{m}} \mathrm{u}_{\mathrm{I}}$ |
| 2で0－ | $8000^{-}$ | S8．z | ¢czio | £で0－ | 010＊0－ | $6 て ゙ て$ | เてで0 | L80 $0^{-}$ | L20＊${ }^{-}$ | カガ0－ | 910＊0－ |  |
| $06^{\text {I }}$ | $9+00^{\circ}$ | Lع．0－ | 910＊0－ | 95＊0 | てz0＊0 | zで0 | L1000 | ZL｀Z | $\varepsilon 90{ }^{\circ}$ | $\varepsilon \Gamma^{\circ} \varepsilon$ | $280{ }^{\circ}$ |  |
| E0\％ | 100．0 | $90{ }^{\circ}$ | Iてで0－ | $\downarrow \varepsilon^{\circ} 0$ | 62000 | L0 $\mathrm{I}^{-}$ | S60 $0^{-}$ | $66^{\circ}$ | $990{ }^{\circ}$ | $61^{\prime}$ Z | $280{ }^{\circ}$ |  |
| ¢9\％て－ | $6900^{-}$ | ＋8\％${ }^{\text {\％}}$ | 82で0－ | てど0－ | Z50＊0－ | 6¢ $\mathrm{C}^{\circ}$ | 8\＆で0－ | ¢ $6^{\circ} \varepsilon^{-}$ | 001．0－ | $10{ }^{\circ} \mathrm{c}$ | で1．0－ |  |
| \＆1＇0 | L000 | ガでで | t\＆${ }^{\circ} 0^{-}$ | 80\％${ }^{-}$ | 800 $0^{-}$ | 9 $L^{\circ}$ て＇ | $00 \square^{\circ} 0^{-}$ | t0 ${ }^{\text {I }}$ | LE0＊0 | 90\％${ }^{-}$ | t00 $0^{-}$ |  |
| ＋6．0 | 0200 | てS＇${ }^{-}$ | 260 $0^{-}$ | $00^{\circ}$ | $000{ }^{\circ}$ | 00\％て－ | ¢¢ᄃ ${ }^{-}$ | 09＊－ | ع10 $0^{-}$ | LL＇I－ | $9+00^{-}$ |  |
| てがて | 0＋00 | 9t＇t | †Lで0 | LS．0 | tto 0 | $61^{\circ} \varepsilon$ | 8\＆で0 | $\varepsilon 1^{\circ} \varepsilon$ | IS0＊0 | $\dagger \varsigma^{\circ} \mathrm{E}$ | L90＊0 | ${ }^{\mathrm{L}} m \mathrm{ul}{ }^{\text {L }}$ ¢ $\mathrm{uI}_{\square}$ |
| $60^{\circ}$－ | $8500^{-}$ | $0 \varepsilon^{\prime}$ Z | ESI0 | LO＇0－ | $9000^{-}$ | ZL＇Z | L6100 | $L 8^{\circ} \varepsilon^{-}$ | $9400^{-}$ | เナ゙と－ | 6L0 $0^{-}$ |  |
| $97^{\circ} \mathrm{S}-$ | LIf0 ${ }^{-}$ | Iz＇0 | $620{ }^{\circ}$ | $0 c^{\prime} \varepsilon^{-}$ | SLI $0^{-}$ | 010－ | 810＊0－ | $80^{\circ}{ }^{-}$ | tor $0^{-}$ | เガを－ | I01 ${ }^{-}$ |  |
| てI＇I | SSOO | ย1＇z | ¢£E＊0 | E60 | $290{ }^{\circ}$ | Lて＇I | 6S50 | $89^{\circ}$ | 8200 | てI＇I | £S000 | $z^{( }{ }^{(2 m u t)} \mathrm{g}^{\text {．}}$ |
| ¢E゙L | 6 tI 0 | ¢0 $0^{-}$ | ع00＊0－ | $60^{\circ} \mathrm{I}$ | 0tI「0 | てで1 | $990{ }^{\circ}$ | St＇9 | \＆tI「0 | $8 L^{\circ} \mathrm{S}$ | 0tI＇0 | ${ }_{Z}(\mathrm{~L} M \mathrm{UI}) \mathrm{g}^{\text {．}}$ |
| ¢č0 | 8100 | $80^{\circ} \mathrm{I}$ | ZSI．0 | E0＊ $0^{-}$ | 200＊${ }^{-}$ | LI＇I | 19100 | LE：0 | カI000 | $98^{\circ}$ | 2S0．0 | $\left.z^{(\delta b} \mathrm{u}_{\mathrm{I}}\right) \mathrm{c}^{\text {．}}$ |
| $8 L^{\circ} \mathrm{I}$ | E0I．0 | $96^{\circ}$ | $9 \varepsilon \varepsilon^{\circ} 0$ | $6 \varepsilon^{\circ} \mathrm{I}$ | SLI＇0 | \＆と＇z | Sttro | It゙ | $890{ }^{\circ}$ | $0 L^{\prime}$ I | でI．0 | $\left.\mathrm{r}^{(65 \mathrm{u}}\right) \mathrm{c}^{\text {．}}$ |
| tl｀8 | †LI＇0 | $8 L^{\circ} \mathrm{I}^{-}$ | ELI＇0－ | $\dagger \varepsilon \cdot \varsigma$ | tLI＇0 | $60^{\circ} \mathrm{I}^{-}$ | SEL $0^{-}$ | ¢で8 | 9LI＇0 | でく | 1810 | $z^{(t b u T)} \mathrm{c}^{\text {．}}$ |
| 9L＇IZ | E0¢0 | IS ${ }^{\circ} \varepsilon$ | 6 てで0 | CL＇L | て6で0 | $\varepsilon \varsigma^{\circ} \varepsilon$ | £8で0 | とで七て | ¢0¢ 0 | てで81 | ¢ちで0 | ${ }^{7} m$ uI |
| LL＇89 | 18900 | ＋0．tて | で9＊0 | U＇St | ¢ $\angle 90$ | St゙6I | てt9 0 | 9で09 | £89＊0 | $01^{\circ} \mathrm{E}$ L | tSL＊0 | ${ }^{\mathrm{L}} m \mathrm{u}$ |
| $65^{\circ} \mathrm{E}$ | tS0．0 | 19－1 | ILO＊ | 8L＇Z | ES0．0 | ャで0－ | $9100^{-}$ | ¢6．${ }^{\text {c }}$ | Lto 0 | LE゙て | てع0＊0 | ${ }_{6} \mathrm{~b}_{\mathrm{u}}$ |
| しでして | $8 \pm C^{\circ} 0$ | 25．8 | tSt＇0 | 8ع＇II | SLS＂0 | 29 ${ }^{\circ}$ | 08t ${ }^{\circ}$ | $\bigcirc L^{\prime} \dagger \varepsilon$ | 065 0 | 9¢゙LZ | 26S ${ }^{\circ}$ | ${ }^{\text {¢ }}$ b uI |
| 8 c＇9 $^{\text {c }}$ | でど0 | $\varsigma L^{\prime} \dagger$ | t9100 | $\varepsilon L \cdot \varepsilon Z$ | でど0 | ¢8＇乙 | 9¢50 | 0¢ $\mathrm{c}^{\text {c }}$ ¢ | t0¢0 | ¢9．82 | 91E\％0 | ${ }^{\text {Lb }}$ uI |
| ＇TP1S－1 | ə口つ | ＇ples－1 | ¡ə๐つ | TP1S－1 | ๖əつ | ＇fets－1 | 〕ə๐ | ＇7198－1 | ə口ゝ | －7els－1 | ə๐つ |  |
| （d）SWW |  | （d）ENW |  | （d）ZWWり |  | （d）LWW |  | 237N |  | IGTW |  |  |



| E0＇98 | 21＇9¢ | とがャ8 | ¢ $¢ \cdot L Z$ | 98.88 | 86.88 | てI「98 | 97＇98 | 65＇98 | L L＇08 | 6L＇z8 | 6C＇08 | ¢でLS | $L^{\prime \cdots \prime} \mathrm{L}=7$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ¢c゙z8 | 199 ¢ | IL＇8L | てI＇Lて | ¢ヶ． 98 | L6．88 | L9＇を8 | 0L＊ 6 | ャ8＇z8 | E9．8L | L8＇8L | £ど8L | ¢でLS | $L=7$ |
| ャ8＇E8 | $8 L^{\circ}$ ¢ | ＋608 | 61．LZ | £どL8 | L6．88 | ¢c゙ャ8 | 9 9゙て8 | ¢でよ8 | SE゙6L | Lع゙08 | 2I＊6L | ¢でLS | $9=7$ |
| ¢0＇s8 | S6 SE | 96.78 | $\angle て ゙ L Z$ | LI「88 | 86.88 | $6 \varepsilon^{\prime} \mathrm{S} 8$ | 0L゙ゅ8 | 9c＇s8 | 90.08 | L9＇18 | $68^{\circ} 6 \mathrm{~L}$ | ¢でLS | $\mathrm{c}=$ |
| 81＇98 | てI＇9¢ | 6L＇ャ8 | ¢E゙LZ | S688 | 86.88 | 61＇98 | LL＇98 | 8L＇98 | ¢L＇08 | S6． 28 | £9＊08 | ¢でLS | $\pm=7$ |
| 七でし8 | $6 て ゙ 9 \varepsilon$ | カt．98 | とがLて | 69.68 | 66.88 | 96.98 | 85．88 | 06.28 | てが18 | ¢I＇t8 | ¢ع＇18 | Sz゙LS | $\varepsilon=7$ |
| てで88 | Lt＊9 | E6 28 | $0 c^{\circ} \mathrm{LZ}$ | $88^{\circ} 06$ | $00 \cdot 68$ | 89＇L8 | 91．06 | E6．88 | L0＇z8 | 8て＇s8 | ¢0＇z8 | SでLS | $7=7$ |
| E1．68 | ＋9．98 | Lで68 | $8 c^{\circ} \angle Z$ | E0＇16 | 00．68 | Lع＇88 | ts＇．16 | 68.68 | 0L＇z8 | £ど98 | $\varepsilon L \prime z 8$ | ¢z＇LS | $\mathrm{L}=7$ |
| （d） | （d） | （d） | （d） |  |  |  | （M） | （M） | （M） | （M） | （M） |  |  |
| SWWĐ | ENW | ZNW | INW | 237N | İTN | STD | SWW | tWW | ENW | ZNW | LNW | NIHLIM | y＊Ex |



| 00I | 8.59 | I＇96 | 0＇19 | ع゙86 | L＇ヤ6 | ¢＇86 | ［＇98 | 8.66 | 8.88 | †＇86 | て＇16 | $\varsigma^{\prime} \varepsilon L$ | （d）SWWゆ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 00I | て＇IS | $9 \cdot 86$ | S•19 | ¢＂99 | $8^{\circ} \mathrm{E} L$ | $0 \cdot L \tau$ | 9.79 | †゙L8 | 889 | どて8 | 6．¢6 | （d）\＆WW |
|  |  | 00I | 9 ＇tt | I＇L6 | †＇06 | \＆゙て6 | でと6 | t．96 | $9 . L L$ | ¢｀¢6 | 0 28 | でLS | （d） ZWW |
|  |  |  | 00I | I＇95 | て＇19 | \＆゙69 | ¢．02 | L．6S | S゙ャ8 | 9 ¢9 | ¢．8L | $9 \cdot$ ¢6 | （d）IWW |
|  |  |  |  | 00I | $0 \cdot 96$ | † 96 | I＇88 | †．86 | げャ8 | 6.96 | S．98 | I＇69 | z37\％ |
|  |  |  |  |  | 00I | ガャ6 | L＇18 | 6.76 | $8 \cdot 88$ | 8.76 | I＇t8 | て＇SL | IGTN |
|  |  |  |  |  |  | 00I | $0 \cdot 08$ | て．86 | $8 \cdot \varepsilon 6$ | †－86 | $\varepsilon \cdot \varsigma 6$ | ¢．08 | STD |
|  |  |  |  |  |  |  | 00I | $0 \cdot \angle 8$ | 665 | $9 \cdot \varepsilon 8$ | 9.99 | I＇9¢ | （M）SWND |
|  |  |  |  |  |  |  |  | 00I | で88 | で86 | 606 | $8{ }^{\text {\％}}$ LL | （M）tNW |
|  |  |  |  |  |  |  |  |  | 001 | $9 \cdot 06$ | 686 | て＇16 | （M）ENW |
|  |  |  |  |  |  |  |  |  |  | 00I | $0 \cdot \varepsilon 6$ | $6 \cdot t L$ | （M）ZんW！ |
|  |  |  |  |  |  |  |  |  |  |  | 00I | £．98 | （M）LNW |
|  |  |  |  |  |  |  |  |  |  |  |  | 00I | NIHLIM |
| （d） | （d） | （d） | （d） |  |  |  | （M） | （M） | （M） | （M） | （M） |  |  |
| SWW | ENWD | ZNW | LWW 9 | 2．17N | İTW | STD | ¢NW | tNW | ENW | ZWW | LWW | NIHLIM |  |





[^0]:    ${ }^{1}$ For any matrix $B$ with $T$ rows, $H_{t}^{\prime} B$ selects the last $T-t$ rows of $B$ for $t<T$, and $H_{T}^{\prime} B$ selects the second through $(T-1)$-th rows of $B$. For any matrix $B$ with $T$ columns, $B H_{t}$ selects the last $T-t$ columns of $B$ for $t<T$, and $B H_{T}$ selects the second through $(T-1)$-th columns of $B$.

[^1]:    ${ }^{2}$ The moment conditions (5.5c) are equivalent to $E \Lambda^{\prime} G\left(G^{\prime} G\right)^{-1} b_{3 i}=0$. When the number of parameters in $\theta$ is less than $T-1$, the transformation $\Lambda^{\prime} G\left(G^{\prime} G\right)^{-1}$ loses information. This will be so in most parametric models for $\lambda(\theta)$, though it is not true in the model of Ahn, Lee and Schmidt (2001).

