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Abstract

We propose, describe, and demonstrate a new numerically stable implementation of the extended boundary-condition method (EBCM) to compute the T-matrix for electromagnetic scattering by spheroidal particles. Our approach relies on the fact that for many of the EBCM integrals in the special case of spheroids, a leading part of the integrand integrates exactly to zero, which causes catastrophic loss of precision in numerical computations. This feature was in fact first pointed out by Waterman in the context of acoustic scattering and electromagnetic scattering by infinite cylinders. We have recently studied it in detail in the case of electromagnetic scattering by particles. Based on this study, the principle of our new implementation is therefore to compute all the integrands without the problematic part to avoid the primary cause of loss of precision. Particular attention is also given to choosing the algorithms that minimise loss of precision in every step of the method, without compromising on speed. We show that the resulting implementation can efficiently compute in double precision arithmetic the T-matrix and therefore optical properties of spheroidal particles to a high precision, often down to a remarkable accuracy (10^-10 relative error), over a wide range of parameters that are typically considered problematic. We discuss examples such as high-aspect ratio metallic nanorods and large size parameter (\(\alpha/2\pi \leq 35\)) dielectric particles, which had been previously modelled only using quadruple-precision arithmetic codes.

1. Introduction

The theoretical modelling of light scattering by particles has a long history, with the first formal analytical solutions provided by Lorenz and Mie for spherical scatterers [1]. Despite the success of the Lorenz–Mie theory in describing many aspects of light scattering in a wide variety of contexts, ranging from astrophysics to biology (for a comprehensive review, see the anniversary monograph of the Mie theory by Mischenko [1]), there are fundamental aspects of the interaction between an electromagnetic wave and a particle that can only be accounted for with a non-spherical particle geometry [2]. With arguably the simplest departure from a spherical shape, spheroidal particles have been thoroughly investigated with a variety of methods, starting from the simplest Rayleigh approximation based on an electrostatics solution [3], which has been refined to include higher order corrections [4] such as radiative corrections [5,6] and dynamic depolarisation [7,8] through to exact analytical [9–12] or numerical [13–15] solutions of the fully retarded Maxwell equations. Spheroids have thus provided the archetype problem of scattering by a non-spherical particle against which a new numerical method can be tested for accuracy and performance. Indeed, the existence of
rigorous, practically analytical solutions of Maxwell equations [11], supplemented by a wealth of reliable benchmark results using the T-matrix method [16], provide ample justification for the study of spheroidal scatterers, even as a first approximation of actual particle shapes.

It is in this context that we revisit here the problematic numerical calculation of T-matrix integrals for spheroids with Waterman’s extended boundary-condition method (EBCM), widely used in theoretical studies for its similarities with the analytical Lorenz–Mie theory, as well as in applied problems thanks to the availability of efficient numerical implementations [17]. This work aims to improve the calculation of light scattering by spheroids in the EBCM, such that it may be considered a reliable benchmark over a large range of particle sizes, composition and aspect ratios, as with Lorenz–Mie theory for spheres. In its current formulation [18], the EBCM requires the calculation of matrix elements as integrals over the geometrical shape of the particle. A matrix inversion is then required to obtain the T-matrix. This scheme suffers from a number of numerical problems, especially for large and/or high aspect ratio particles. To date, the only way around these is to carry out computations with extended precision arithmetic [19,20], although these increase computational complexity and times. Revisiting the original EBCM formulation, Waterman was first to remark [21] that in the case of spheroids, the numerical evaluation of such integrals may suffer a dramatic loss of precision associated with exact cancellations of (large parts of) the integrand. A formal account of such cancellations, and their detrimental consequence on the numerical precision of the EBCM, was recently given in [20]. From this study, it was also revealed that, provided the matrix elements for spheroids could be accurately determined, the resulting matrices would be well-behaved, and in particular could be inverted without introducing additional numerical problems, even at large aspect ratios.

The detailed study of the cancellations highlighted that particular terms in the Laurent series expansion of the integrand are responsible for the problematic behaviour; in this work we seek to reformulate the integrals such that these problematic terms are removed. The integrals can then be computed to high accuracy using standard double precision arithmetic over a wide range of particle parameters.

2. T-matrix method

2.1. General principle

The T-matrix method [22] is a general approach to electromagnetic scattering aimed at finding the linear relationship between incident and scattered fields for scatterers of arbitrary shape, and for in principle any incident field. The most common approach is to expand the fields (respectively incident, scattered and internal) in a basis of vector spherical wavefunctions (VSWFs), as

\[ \mathbf{E}_{\text{inc}} = E_0 \sum_{n=1}^{\infty} a_{nm} \mathbf{M}^{(1)}_{nm}(k_1 \mathbf{r}) + b_{nm} \mathbf{N}^{(1)}_{nm}(k_1 \mathbf{r}), \]

\[ \mathbf{E}_{\text{int}} = E_0 \sum_{n=1}^{\infty} c_{nm} \mathbf{M}^{(3)}_{nm}(k_2 \mathbf{r}) + d_{nm} \mathbf{N}^{(3)}_{nm}(k_2 \mathbf{r}), \]

where \( k_1 \) is the wavevector in the surrounding medium, \( k_2 \) is the wavevector in the scatterer, \( \mathbf{M}^{(1)} \) and \( \mathbf{N}^{(1)} \) are the magnetic and electric regular (at the origin) VSWFs, and \( \mathbf{M}^{(3)} \) and \( \mathbf{N}^{(3)} \) are the irregular magnetic and electric VSWFs that satisfy the radiation condition for outgoing spherical waves (see Ref. [16] for further details). The subscripts \( m \) and \( n \) index the projected and total angular momentum, respectively.

The matrix \( \mathbf{T} \) expresses the linear relation between the coefficients \((p,q)\) and \((a,b)\), as

\[ \begin{pmatrix} p \\ q \end{pmatrix} = \mathbf{T} \begin{pmatrix} a \\ b \end{pmatrix}, \]

where the expansion coefficients are grouped in column vectors, e.g. \( a = (a_{nm}) \), and \( \mathbf{T} \) in principle contains all the information about the scatterer (at a given wavelength). It allows for example for problems of analytical averaging over all orientations [18,23–27] or solving multiple scattering by ensemble of particles [26–28]. The most-used method to calculate the T-matrix is the extended boundary-condition method (EBCM) also called the null-field method, where the incident and internal fields, and the internal and scattered fields are related by some matrices \( \mathbf{P}, \mathbf{Q} \), as

\[ \begin{pmatrix} p \\ q \end{pmatrix} = \mathbf{P} \begin{pmatrix} c \\ d \end{pmatrix}, \]

\[ \begin{pmatrix} a \\ b \end{pmatrix} = \mathbf{Q} \begin{pmatrix} c \\ d \end{pmatrix}. \]

We then obtain \( \mathbf{T} \) from

\[ \mathbf{T} = -\mathbf{PQ}^{-1}. \]

The matrices are typically written in block notation as

\[ \mathbf{Q} = \begin{pmatrix} Q^{11} & Q^{12} \\ Q^{21} & Q^{22} \end{pmatrix}, \]

where each block is an infinite square matrix, which is in practice truncated to a \( 2N \times 2N \) matrix (\( N \) then represents the maximum multipole order \( n \) in the series expansions). The matrix elements in \( \mathbf{P}, \mathbf{Q} \) are given by surface integrals over the particle boundary as derived for example in Ref. [16, Section 5.8].

2.2. Particles with symmetry of revolution

For particles with symmetry of revolution, the expansion coefficients with different \( m \) values are entirely decoupled, and one can then solve the problem for each value of \( m \), where \( m \) can be viewed as a fixed parameter (which will therefore be implicit in most of our notations). Moreover, we have [16, Section 5.2.2]

\[ T^{ij}_{nk \mid m} = (-1)^{j+i} T^{ij}_{nk \mid m} \]
and therefore only $m \geq 0$ values need to be considered in the calculations of $T$. Note that we also have

$$T^{12}_{mk} = T^{21}_{mk} = 0 \quad \text{if} \quad m = 0. \quad (10)$$

In addition, the surface integrals reduce to line integrals and we have recently proposed a number of further simplifications [29].

Following Ref. [29], we define

$$K^1_{nk} = \int_0^\pi d\theta \sin \theta \tau_n d_k x_0 \xi_n \psi'_k, \quad (11)$$

$$K^2_{nk} = \int_0^\pi d\theta \sin \theta \tau_n d_k x_0 \xi_n \psi'_k, \quad (12)$$

$$L^1_{nk} = \int_0^\pi d\theta \sin \theta \tau_n d_k x_0 \xi_n \psi_k, \quad (13)$$

$$L^2_{nk} = \int_0^\pi d\theta \sin \theta \tau_n d_k x_0 \xi_n \psi_k, \quad (14)$$

where $x = k_r r(\theta)$ is the size parameter, $r(\theta)$ describes the generatrix in polar coordinates, $x_0 = dx/d\theta$, $d_n = d^2_{m0}(\theta)$ is the Wigner $d$-function (proportional to the associated Legendre functions), $\tau_n = d d_n / d\theta$, $\pi_n = m d_n / \sin \theta$ (note that $\pi_n d_k = \pi_k d_n$), $\psi'_k = \psi_k(x)$, $\xi_n = \xi_n(x)$, where $\psi$ and $\xi$ are the regular Riccati–Bessel function, and the Riccati–Hankel function of the first kind, respectively (see Ref. [16] for further details), and $s = k_2/k_1$ is the relative refractive index. The integrals $K^1_{nk}$ and $K^2_{nk}$ are used to calculate $Q^{12}$ and $Q^{21}$ as

$$Q^{12}_{nk} = A_n A_k \frac{s^2-1}{s} K^1_{nk}, \quad (15)$$

$$Q^{21}_{nk} = A_n A_k \frac{1-s^2}{s} K^2_{nk}, \quad (16)$$

where $A_n = \sqrt{(2n+1)/(2m(n+1))}$. Off-diagonal terms of $Q^{11}$ will be calculated from

$$Q^{11}_{nk} = \frac{i A_n A_k (s^2-1)/s}{m(n+1)-k(n+1)} L^5_{nk}, \quad (17)$$

where

$$L^5_{nk} = [m(n+1) L^2_{nk} - k(n+1) L^1_{nk}]$$

$$= \int_0^\pi d\theta \sin \theta \pi_n \tau_n^k \pi_k \pi_n d_\tau x_0 \xi_n \psi'_k. \quad (18)$$

For the other cases, we will use alternative expressions (to those of [29]) that are better suited to our problem here. Explicitly, for the off-diagonal terms of $Q^{12}_{nk}$, we use

$$Q^{22}_{nk} = i A_n A_k (s^2-1)/s \frac{1}{m(n+1)-k(n+1)} L^6_{nk}, \quad (19)$$

where

$$L^6_{nk} = [m(n+1) L^8_{nk} - k(n+1) L^7_{nk}] \quad (20)$$

with

$$L^7_{nk} = \int_0^\pi d\theta \sin \theta \tau_n d_k x_0 \left( \frac{\xi_n \psi'_k + n(n+1) \psi_k}{s^2} \right), \quad (21)$$

$$L^8_{nk} = \int_0^\pi d\theta \sin \theta \tau_n d_k x_0 \left( \frac{\xi_n \psi'_k + k(n+1) \psi_k}{s^2} \right). \quad (22)$$

For the diagonal terms, we use the original expressions given in [16, Section 5.8.3] to obtain

$$Q^{11}_{nn} = -\frac{i}{s} (A_n)^2 L^1_{nn}, \quad (23)$$

$$Q^{22}_{nn} = -\frac{i}{s} (A_n)^2 [L^2_{nn} + (s^2-1) n(n+1) L^3_{nn}], \quad (24)$$

with

$$L^1_{nn} = \int_0^\pi d\theta \sin \theta \pi_n \pi_n + \pi_n \tau_n (\xi_n \psi'_n - \xi_n \psi_n'), \quad (25)$$

$$L^2_{nn} = \int_0^\pi d\theta \sin \theta \pi_n \pi_n + \pi_n \tau_n (\xi_n \psi'_n - \xi_n \psi_n'), \quad (26)$$

$$L^3_{nn} = \int_0^\pi d\theta \sin \theta \pi_n d_k x_0 \xi_n \psi'_n. \quad (27)$$

To calculate $\mathbf{P}$ we use the same integrals but replace the Riccati–Hankel functions $\zeta_n(x)$ with the regular Riccati–Bessel functions $\psi_n(x)$. For the purpose of this work, it will also be beneficial to calculate $\mathbf{Q}$ from:

$$\mathbf{Q} = \mathbf{P} + i \mathbf{U}, \quad (28)$$

where, since $\zeta_n(x) = \psi_n(x) + i \zeta_n(x)$, $\mathbf{U}$ is calculated as $\mathbf{Q}$ by replacing $\zeta_n(x)$ with the irregular Riccati-Bessel functions $\zeta_n(x)$. In Ref. [20], we have shown that there is no loss of precision associated with computing $\mathbf{P}$. By using $\mathbf{Q} = \mathbf{P} + i \mathbf{U}$, we therefore isolate the problems in the calculation of $\mathbf{U}$ only. We note in passing that we recently suggested [6] that $\mathbf{U}$ itself may be more physically meaningful than $\mathbf{Q}$ in some instances.

Finally, in this paper, we will only consider spheroidal particles for which

$$x(\theta) = \frac{k_1 a c}{\sqrt{a^2 \cos^2 \theta + c^2 \sin^2 \theta}}, \quad (29)$$

with semi-axes $a$ and $c$ (axis of symmetry).

2.3. Particles with mirror symmetry

For spheroids, the reflection symmetry with respect to the equatorial plane results in a number of further simplifications (see Ref. [16, Section 5.2.2]). Half of the matrix entries are zero because of the symmetry in changing $\theta \rightarrow \pi - \theta$ and the other integrals are simply twice the integrals evaluated over the half-range 0 to $\pi/2$. Explicitly, we have

$$P^{11}_{nk} = P^{22}_{nk} = Q^{11}_{nk} = Q^{22}_{nk} = 0 \quad \text{if} \quad n+k \text{ odd},$$

$$P^{12}_{nk} = P^{21}_{nk} = Q^{12}_{nk} = Q^{21}_{nk} = 0 \quad \text{if} \quad n+k \text{ even}. \quad (30)$$

We then have a complete decoupling between the even magnetic and odd electric multipoles on the one hand and the odd magnetic and even electric multipoles on the other hand (i.e. the matrices are block-diagonal upon rearranging the multipoles in these two groups). We can therefore rewrite Eq. (6) as two independent sets of equations, one for each. For illustration, we do it explicitly in the following for even magnetic and odd electric multipoles. The corresponding vectors of
coefficients are denoted as
\[
\mathbf{a}_c = \begin{pmatrix} a_2 \\ \vdots \\ a_4 \end{pmatrix}, \quad \mathbf{b}_g = \begin{pmatrix} b_1 \\ \vdots \\ b_3 \end{pmatrix},
\]
and similarly for \( \mathbf{c}, \mathbf{d}, \mathbf{p}, \mathbf{q} \).

We then have
\[
\begin{pmatrix} \mathbf{p}_e \\ \mathbf{q}_o \end{pmatrix} = -\mathbf{P}^o \begin{pmatrix} \mathbf{c}_e \\ \mathbf{d}_o \end{pmatrix},
\]
(32)
\[
\begin{pmatrix} \mathbf{a}_c \\ \mathbf{b}_o \end{pmatrix} = \mathbf{Q}^o \begin{pmatrix} \mathbf{c}_e \\ \mathbf{d}_o \end{pmatrix},
\]
(33)
where \( \mathbf{Q}^o \) (similarly \( \mathbf{P}^o \)) is defined as
\[
\mathbf{Q}^o = \begin{pmatrix} \mathbf{Q}_{11}^{o} & \mathbf{Q}_{12}^{o} \\ \mathbf{Q}_{21}^{o} & \mathbf{Q}_{22}^{o} \end{pmatrix},
\]
(34)
where \( \mathbf{Q}_{12}^{o} \) denotes the sub-matrix of \( \mathbf{Q}^{12} \) with even row indices and odd column indices, and similarly for the others. For the \( \mathbf{T} \)-matrix, we therefore have
\[
\begin{pmatrix} \mathbf{p}_e \\ \mathbf{q}_o \end{pmatrix} = \mathbf{T}^o \begin{pmatrix} \mathbf{a}_c \\ \mathbf{b}_o \end{pmatrix},
\]
(35)
where \( \mathbf{T}^o = -\mathbf{P}^o(\mathbf{Q}^o)^{-1} \).

A similar expression is obtained for the second group of multipoles to define \( \mathbf{T}^{oe} \). The problem of finding the \( 2N \times 2N \) \( \mathbf{T} \)-matrix up to multipole order \( N \) therefore reduces to finding the two decoupled \( \mathbf{T} \)-matrices \( \mathbf{T}^o \) and \( \mathbf{T}^{oe} \), each of size \( N \times N \). This approach is particularly useful to reduce computation times for the inversion step.

3. A problem with spheroids

3.1. Loss of precision in numerical integration

In the EBCM we have a method that is particularly appealing in the case of axisymmetric particles. However, in some situations such as metallic particles with a high aspect ratio, numerical problems limit the accuracy of the method. Often it is assumed that this is due to the matrix inversion step (Eq. (7)) [19,30,31], yet it was shown recently that in the case of spheroids, the problem lies primarily in the calculation of the integrals prior to the inversion [20]. Notably, leading terms in the Laurent series expansion of the integrands can dominate by many orders of magnitude, yet integrate identically to zero. When numerically evaluating these integrals, the limited precision available means that these terms dominate the integral through a lack of proper cancellation, even though they should make no contribution.

There are two main ways to formulate a solution to the cancellation problem. The conceptually simpler one is to implement the calculations using code with arbitrary precision (AP), so the precision of the results can be maintained. The drawbacks of this approach are that arbitrary precision calculations are much slower than double precision (DP) calculations, and they often require rewriting the computer code used to carry out the calculations. They are useful though in being able to calculate the correct results, for checking the results of other code. The other option to remove the cancellations is to use different integrands which do not have cancellations while integrating, but give the same integral. In this case, where the cancellations are due to terms in the series expansion that integrate identically to zero, this amounts to rewriting the integrands so that the problematic terms are removed. This is the approach that was suggested by Waterman [21] in the case of elliptic cylinders, and it is also the approach taken in this work.

3.2. Example of integral cancellations

The problematic term in the integrals is the product of the radial functions, that is the Riccati–Bessel functions \( \tilde{\eta}_n, \tilde{\psi}_n \), and their derivatives \( \tilde{\eta}_n', \tilde{\psi}_n' \). We here provide a rough outline of the approach we used for the product \( \tilde{\eta}_n \tilde{\psi}_n \) (as in the integral \( L_{n\delta}^1 \), \( L_{n\kappa}^2 \), or \( L_{n\ell}^3 \) needed for \( Q_{nk}^o \)), and the other products behave similarly. As mentioned earlier, we start by noting that \( \tilde{\eta}_n = \psi_n + i\tilde{\psi}_n \), and that \( \mathbf{P} \) has no cancellations, so the product \( \psi_n \tilde{\psi}_n \) has no cancellations. Hence we focus on the product \( \tilde{\eta}_n \tilde{\psi}_n \) in the calculation of \( \mathbf{U} \), which is the part that exhibits cancellations.

In this section we provide an outline of the method, with further details provided in the Appendix. We use a method based on the Laurent-series expansions of the functions to calculate their product. The series expansions are fully described in Appendix A, and are
\[
\chi_n(x) = \frac{1}{x^n} \sum_{i=0}^{\infty} \tilde{a}_i x^{2i},
\]
(37)
\[
\psi_n(x) = x^{k+1} \sum_{i=0}^{\infty} \tilde{b}_i x^{2i+2} x^{2i+k+1},
\]
(38)
for some coefficients \( \tilde{a}_i, \tilde{b}_i \), whose value is not important in this section. The product of these can be written as
\[
\chi_n(x) \psi_n(x) = \sum_{q=0}^{\infty} \tilde{c}_q x^{2q+k-n+1},
\]
(39)
where
\[
\tilde{c}_q = \sum_{i=0}^{q} \tilde{a}_i \tilde{b}_{q-i} x^{2q-2i+k+1}.
\]
(40)
If we focus on a specific example, such as \( n = 5, k = 1 \), then the integral \( L_{21}^1 \) takes the form
\[
L_{21}^1 = \int_0^\pi d\theta \sin \theta c_5 d_1 x_0 \left( \frac{\tilde{c}_2}{x^3} + \frac{\tilde{c}_1}{x} + \tilde{c}_2 + \tilde{c}_3 x^3 + \cdots \right).
\]
(41)
For particles with a size parameter less than 1, the first few terms strongly dominate the integrand. However, as demonstrated numerically and analytically in Ref. [20], the \( x^{-3} \) term actually exactly integrates to zero in the special case of spheroids.
As a result, the integral is often several orders of magnitude smaller than the integrand, which causes serious loss of precision issues when evaluating it numerically. As \((n-k)\) increases, the problem becomes particularly acute and even affects larger values of \(x\), since an increasing number of dominant terms in the series integrate exactly to zero [20].

4. A new implementation

4.1. Series-based implementation

The solution to this problem is a priori simple. Rather than computing the integrand, one should compute only the part of it that does not integrate to zero, i.e. exclude the leading terms that have been shown to integrate exactly to zero. After integration, this should give the same value, but not suffer from loss of precision issues.

More formally, we define the operator \(\mathcal{P}^+\) such that it returns the part of a series expansion with non-negative powers of \(x\). That is, for example:

\[
\mathcal{P}^+ \left( \frac{1}{x^2} + \frac{1}{x} + 1 + x + x^2 + \cdots \right) = 1 + x + x^2 + \cdots.
\]

Similarly \(\mathcal{P}^-\) returns terms with negative powers of \(x\), and \((\mathcal{P}^+ + \mathcal{P}^-) f = f\). For convenience, we also denote

\[
f^+ \equiv \mathcal{P}^+ f,
\]

\[
f^- \equiv \mathcal{P}^- f.
\]

Initially, we shall focus on the product \(X_n \psi_k\), which appears for the calculation of \(Q_{nk}^{(4)}\) in integral \(I_{nk}^{(4)}\) given in Eq. (18); the other cases follow naturally and we will come back to them later. In Ref. [20] we demonstrated that the part of the Laurent series of this product that contributes to the integral is that with powers of \(x\) greater or equal to \(-1\). We therefore define

\[
F_{nk}(s, x) = X_n(x) \psi_k(sx)
\]

and wish to calculate \(F_{nk}^+(s, x) = \mathcal{P}^+ (F_{nk})\), so that \(F^+/x\) will be used in the cancellation-free integrand. Because of the reflection symmetry for spheroids, we only need to compute the \(I_{nk}^{(4)}\) integrals, and therefore \(F_{nk}^{(4)}\), for \((n+k)\) even. Moreover, the dominant term in the series expansion of \(F_{nk}\) is of order \(x^{k+2-n}\); for \(k+2-n \geq 0\), we then simply have \(F_{nk} = F_{nk}^+\), which can computed directly by calculating the Riccati–Bessel functions. We therefore focus on cases where \(n \geq k+4\) (the bottom-left part of the matrix). It is worth noting that the calculation of \(F^+\) should be carried out without ever using any part of \(F^-\), else subtracting those terms (which dominate in magnitude) will reduce the precision of our result. In other words, calculating \(F^+ = F - F^-\) would result in severe loss of precision as in most cases of interest \(F \approx F^-\) and \(F^+ \ll F^-\). The main difficulty is therefore to devise a method of computing \(F^+\) directly.

The most direct approach, which is the one used by Waterman in Ref. [21], is to write explicitly the series expansion of the product and keep only the part \((^+)\) devoid of cancellations, i.e. from Eq. (39) we deduce

\[
F_{nk}^+ = (X \psi_{nk}(sx))^+ = \sum_{q = q_{\text{min}}} q_{\text{min}} \bar{c}_q x^{q+k-n+2},
\]

where \(q_{\text{min}} = (n-k)/2-1\) (note that \(q_{\text{min}} \geq 1\) in cases of interest where cancellations are present, i.e. when \(n \geq k+4\)). Full expressions for this series are given and discussed in Appendix B. The above series expansion for \(F_{nk}^+\) can be computed numerically by truncating it when additional terms are smaller than the required accuracy (machine epsilon for double precision in our implementation). To check the numerical stability of this approach, we have compared in Fig. 1 the double precision results for \(F_{nk}^+(s, x)\) with a similar computation in arbitrary precision arithmetic, where the exact accuracy to double precision (around 16 digits) can be ensured. From Fig. 1, it is clear that the computations suffer from loss of precision for larger \(x\) (typically \(x \geq 10\)), which is not unexpected for a Taylor expansion. However, even for small \(x\) where such series expansions should converge rapidly, there is also a clear numerical problem when \(|x|\) approaches 1. In fact, if high precision is required, this problem even affects values of \(s \approx 1.5\), which is clearly undesirable. Further investigations revealed that this problem is related to additional analytic cancellations occurring in the computation of the coefficients \(\bar{c}_q\) when \(s=1\), namely \(\bar{c}_q = 0\) for \(q \leq n-k-2\) if \(s=1\) (see Appendix C for further discussions of these).

In order to circumvent this problem, we developed a method of computing this series, which isolates the problems associated with \(s=1\) and avoids the associated numerical loss of precision. The method is rather technical and it is described in full in Appendix B. As shown in Fig. 2, the problem around \(|x| \approx 1\) can be fully overcome.

With a relative accuracy as high as \(10^{-13}\), this approach then appears to be valid for all \(s\), for small \(x\) and up to \(x \approx 10\). We have thus obtained a method of computing \(F_{nk}^+\) to high accuracy. However, two issues remain to be addressed. First, for larger size parameter \(x\), the method still suffers from severe loss of precision in part of the matrix (small \(n\)). Second, the computation of the series for \(F^+\) can be relatively time-consuming and will scale quadratically as \(N^2\), where \(N\) is the maximum multipole order for the \(T\)-matrix computation. In the following section we present a complementary method of calculation for the matrix elements based on recursion, and show that these two methods can work together to alleviate these limitations.

4.2. Stable recursion relation between matrix elements

In order to reduce the computation demands to a linear scaling with \(N\), we have also developed additional schemes based on recursion relations on \(F_{nk}^+\). As we shall see, this approach will also circumvent the problem of loss of precision for large \(x/small\) \(n\).

One possible approach is to use recursion relations of the Bessel functions, such as

\[
Z_{n-1}(x) + Z_{n+1}(x) = \frac{2n+1}{x} Z_n(x),
\]

for \(n > 0\).
Fig. 1. Relative error in computing $F_{n+k}(s,x)$ by a straight calculation of the series expansion (Eq. (46)) in double precision (DP), compared to the arbitrary precision results (AP). The relative error is defined as $\alpha = \log_{10}(\text{DP}/\text{AP})$, which represents the number of digits of agreement with respect to the arbitrary precision result. Only relevant cases are shown: $n+k$ even and $n \geq k+4$, up to relatively large $n$ (max of $N+1 = 61$). Three values of $x$ (size parameter) are tested here: $x = 0.1$ (left), $x = 1$ (middle), and $x = 10$ (right); along with two values of the relative refractive index $s = 1.5 + 0.02i$ (bottom) and $s = 1.1$ (top). The latter highlights the problem of loss of precision for low $k$, high $n$, which can be traced back to specific cancellations when $s=1$.

Fig. 2. Same as Fig. 1, but with the optimised implementation described in Appendix B designed to analytically compute the problematic terms associated with $s=1$. Extremely high accuracy (13 digits) is now achieved across the whole matrix, except for large $x$ (typically $\geq 10$), where the low $n$ part of the matrix still suffers from serious loss of precision. These can be circumvented by using the recursion-based scheme presented in Section 4.2.
which implies
\[ F_{n+1,k} = \frac{2n+1}{x} F_{n,k} - F_{n-1,k}, \]  
(48)
from which we deduce by considering Taylor expansions that
\[ F_{n+1,k}(x) = \frac{2n+1}{x} (F_{n,k}(x) - F_{n,k}(0)) - F_{n-1,k}(x). \]  
(49)

However, for small \( x \) this approach fails, as computing the difference \( F_{n,k}(x) - F_{n,k}(0) \) leads to a loss of precision, which accumulates during the recursion. To avoid this problem, it is necessary to obtain a recursion relation on \( F_{n,k} \) that does not involve any multiplication or division by \( x \). This is achieved by combining Eq. (47) with the equivalent one for \( \psi \), namely
\[ \psi_{k+1}(sx) + \psi_{k-1}(sx) = \frac{2k+1}{sx} \psi_k(sx), \]  
(50)
which leads to
\[ F_{n+1,k} + F_{n-1,k} = \frac{2n+1}{2k+1} (F_{n,k+1} + F_{n,k-1}). \]  
(51)

Note that the above recursion is also valid for \( F_{n,k} \) itself.

In order to implement this recursion, we still need initial conditions, which require evaluation of some of the \( F_{n,k} \) using the series-based method discussed earlier. For example, if we solve for \( F_{n+1,k} \), the matrix is filled from top (small \( n,k \)) to bottom (large \( n \)) and only requires to compute as initial conditions the first column (\( k=1 \)) and the sub-diagonal (\( n=k+2 \), which is trivial since \( F_{nk} = F_{nk} \)). However, this approach, arguably the most natural, results in a significant accumulation of loss of precision during the recursion as shown in Fig. 3(d). There are at least three alternative approaches to fill the matrix recursively, and their respective accuracies are compared in Fig. 3. From this, we have therefore chosen to solve for \( F_{n,k-1} \) (Fig. 3(c)), which appears to be numerically stable and requires the fewest initial entries (the last row, \( n+N+1 \), and the sub-diagonal). Moreover, it provides a method of calculating the entire \( F^{+} \) matrix for large \( x \), where the series-based calculation failed for small \( n \). One simply needs to choose \( N \) large enough so that the last row \( n=N+1 \) can be computed accurately via series expansions. The recursion scheme is then used to fill the rest of the matrix with no loss of precision. This is further illustrated in Fig. 4 in the case where \( x=35 \). With this method, \( F_{n,k} \) can therefore be computed rapidly, in double precision arithmetic, with almost no loss of precision for all the \( n,k \) values where cancellations occur.

4.3. Other products and integrals

The other blocks of the matrix \( Q \) (or \( U \)) can be computed in a similar way. For \( L_{nk}^{5} \), we wrote the integral with the cancellation-free integrand for \( U \) as
\[ L_{nk}^{5} = \int_{0}^{\pi} d\theta \sin \theta (n(n+1) d_{nk} k(k+1) + d_{nk} k(k+1)) \frac{X_{0} \psi_{k} (sx)}{x} F_{nk}(s,x). \]  
(52)

Following the findings of Ref. [20], we may rewrite the other integrals that we need with cancellation-free

![Image](image_url)

**Fig. 3.** A comparison of the accumulated error (represented as \( x \), the number of digits of agreement as with Fig. 1) from different recursion directions, compared to values calculated by the series in AP, for the elements of \( F^{+} \) for \( z=0.1, \beta=1.5+0.02i \). The different directions all have different initial values that must be populated using the series (Section 4.1), which are marked in black. Entries which do not exhibit cancellations (or are not calculated as \( n+k \) is odd) are shown in white, and those which do not have cancellations, but which are needed for the recursion, are in grey. For each direction, there is a schematic, showing how to calculate an entry (green circles) from three known values (red squares) using the recursion relation of Eq. (51). These are the relations used to populate the matrix. For the (a) direction, we need the last two rows, and the first column. For the (b) direction we require the first two columns, and the last row. The (c) direction needs the last row and the subdiagonal, while the (d) direction needs the first column and the subdiagonal. Values of \( x \) less than zero (for which the order of magnitude is incorrect) are shown as zero. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)

integrands for \( U \) as follows:

\[ K_{nk}^{1} = \int_{0}^{\pi} d\theta \sin \theta \tau_{nk} X_{0} \psi_{k} (sx) \alpha^{n+1} \psi_{k}^{+} (sx), \]  
(53)
\[ K_{nk}^{2} = \int_{0}^{\pi} d\theta \sin \theta \tau_{nk} X_{0} \psi_{k} (sx) \psi_{k}^{+} (sx), \]  
(54)
\[ L_{nk}^{2} = \int_{0}^{\pi} d\theta \sin \theta \tau_{nk} X_{0} \left[ \alpha^{n+1} \psi_{k}^{+} (sx) \psi_{k} (sx) \right], \]  
(55)
\[ L_{nk}^{3} = \int_{0}^{\pi} d\theta \sin \theta \tau_{nk} X_{0} \left[ \alpha^{n+1} \psi_{k}^{+} (sx) \psi_{k} (sx) \right]. \]  
(56)

To obtain these, all the cancellation-free integrands can be deduced from \( F_{nk}(x) = [X_{n}(x) \psi_{k} (sx)]^{+} \) computed for \( n+k \) even as explained before.

For \( K_{nk}^{1} \) and \( K_{nk}^{2} \), which are non-zero for \( n+k \) odd, we may use the relations for Riccati–Bessel functions:

\[ (2k+1) \psi_{k} (sx) = (k+1) \psi_{k-1} (sx) - k \psi_{k+1} (sx), \]  
(57)
\[ (2n+1) \alpha^{n} (x) = (n+1) \alpha_{n+1} (x) - n \alpha_{n+1} (x). \]  
(58)
and expansion at low recursion scheme (c) of Fig. 3. We here compare two cases:

These expressions only need to be used when cancellations are present, i.e. for \( n \geq k + 2 \) \(^{20}\) (note that this range is larger than for \( L^2 \)).

All the cancellation-free integrands can therefore be computed from the knowledge of \( F_{nk}^m (x) \) for \( 0 \leq n \), \( k \leq N + 1 \), the computation of which was described in Section 4.2.

When implementing this approach, we noted for small size parameters a minor loss of precision (compared to those normally seen in the lower part of \( Q \)) on the diagonal of \( P^1 \), i.e. in integral \( \tilde{L}_i^m \) (Eq. (25)). This can be traced to the cancellation of the leading order term \( (\propto x^{2n+1}) \) in the radial part of the integrand: \( \psi_i^m(x)\psi_n(x);(sx) - s\psi_i^m(x)\psi_n(sx) \) (note that it cancels out when computing the integrand itself, not upon integration as before).

To avoid this issue, we simply rewrite this integrand in a form where the leading order term does not appear. For this, we use the relations:

\[
\psi_i^m(x) = -\psi_{n+1}^m(x) + \frac{n+1}{x} \psi_n(x),
\]

\[
\psi_i^m(sx) = -\psi_{n+1}^m(sx) + \frac{n+1}{sx} \psi_n(sx),
\]

to arrive at

\[
\psi_i^m(x)\psi_n(sx) - s\psi_i^m(x)\psi_n(sx) = s\psi_i^m(s)\psi_{n+1}^m(sx) - \psi_{n+1}^m(x)\psi_n(sx).
\]

Note that both quantities on the right-hand-side are now of order \( x^{2n+3} \), and this solves the problem.

### 4.4. Summary of the procedure

For clarity, we here summarise the entire procedure for calculating the matrices \( P \) and \( Q \) with minimal loss of precision, up to multipole order \( N \). The integrals are computed as in most \( T \)-matrix implementations using a Gaussian quadrature with \( T \) points denoted \( \theta_i \) and associated weights \( w_i \) \((i = 1, T)\). Thanks to the reflection symmetry, half of the entries are zero, and for the others the integration range can be reduced to \( 0 \leq \theta \leq \pi / 2 \) and we choose \( T \) even such that

\[
P^m_{nk} = 2 \sum_{i=1}^{T/2} f(\theta_i) w_i,
\]

where the integrand for \( P^1_{nk} \) for example is

\[
f(\theta_i) = C_{nk} x_0(\theta_i) A_{nk}(\theta_i) (\psi_i^m(x_i)\psi_n(sx_i)).
\]

Note that the \( \sin \theta \) factor is contained in the weights, that \( C_{nk} \) is a constant and that \( A_{nk}(\theta_i) \) represents the angular function dependence, which in the case of \( P^1_{nk} \) is

\[
A_{nk}(\theta_i) = n(n+1) \tau_0(\theta_i) d_a(\theta_i) - (k+1) \tau_0(\theta_i) d_b(\theta_i).
\]

For \( P \), there is no loss of precision, and the entire matrix can be computed with these standard methods.

\( Q^m_{nk} \) is then obtained from \( Q^m_{nk} = P^m_{nk} + i U^m_{nk} \) where for \( U^m_{nk} \), we now use the cancellation-free integrands described in

---

**Figure 4.** Error in \( F_{nk}^m \) for \( s = 1.5 + 0.02i \) and a relatively large \( x = 35 \), computed using series expansions for the last row \( (n = N + 1) \) and the recursion scheme (c) of Fig. 3. We here compare two cases: \( N = 30 \) (top) and \( N = 80 \) (bottom). Because of the loss of precision in the series expansion at low \( N \) for large \( x \), one must ensure that \( N \) is large enough. In this case, \( N = 80 \) results in an accuracy of better than 11.5 digits over the entire matrix, while for \( N = 30 \) the result is never correct to within 4 orders of magnitude.
The relative error (characterised by $\varepsilon$) for $P$ (left) and $Q$ (right) when computed in double precision with our proposed method, compared to arbitrary precision, for $m=0$ (top) and $m=1$ (bottom). This is for a prolate spheroid of aspect ratio $\text{h}=4$, with a large size parameter $x_{\text{max}} = 10$, and $s = 1.5 + 0.02i$.

Fig. 5.

The relative error (characterised by $\varepsilon$) for $P$ (left) and $Q$ (right) when computed in double precision with our proposed method, compared to arbitrary precision, for $m=0$ (top) and $m=1$ (bottom). This is for a silver nanorod in a solvent of refractive index $n = 1.33$ at its dipolar localised plasmon resonance ($\lambda = 2560$ nm), modelled as a prolate spheroid with $a=10$ nm, $c=200$ nm (i.e. aspect ratio $\text{h}=20$ and size parameter $x_{\text{max}} = 0.65$), and $s = 1.02 + 13.5i$.

Fig. 6.
Section 4.3, for example for $U_{nk}^{11}$:

$$f(\theta_i) = C_{nk}\chi_{\theta_i}(\theta_i)A_{nk}(\theta_i)\mathcal{F}_{nk}(x_i)/x_i.$$

In Eq. (69), we have replaced $\chi_{\theta_i}(x_i)\psi(x_i)$ with the cancellation-free integrand $\mathcal{F}_{nk}(x_i)/x_i$; this will not affect the integrals as the part that has been removed integrates identically to zero as shown in Ref. [20].

For each $x_i$, we calculate the matrix $\mathcal{F}_{nk}(x_i)$ as follows (note that $n+k$ is even, and we will compute it for $0 \leq n$, $k \leq N+1$, which include extra terms that are needed for the other integrals):

- For $n \leq k+2$ (upper-right of the matrix), we simply calculate $\mathcal{F}_{nk}(x_i) = x_i\chi_{\theta_i}(\theta_i)\psi(x_i)$ and use $\mathcal{F}_{nk}(x_i) = \mathcal{F}_{nk}(x_i)$.
- For the last row, i.e. $n = N+1$ and $0 \leq k \leq N-4$, we then calculate $\mathcal{F}_{nk}$ using the series expansion as described in Appendix B. Note that for large size parameter, $N$ must be large enough for the series-based calculation to be accurate. The accuracy of this step is easy to verify during the calculation of the series, by comparing the order of magnitude of the terms in the summation to the final result. A warning can be issued if a loss of precision occurred, and larger $N$ values should be used.

- We then use the recursion relation given in Eq. (51) (solving for $\mathcal{F}_{nk}$) and illustrated in Fig. 3(c) to populate the rest of the matrix.
- The $\mathcal{F}_{nk}(x_i)$ matrices can then be used to compute the $U_{nk}^{11}$ for each desired value of the projected angular momentum number $m$ (typically $0 \leq m \leq N$) using the Gaussian quadrature described above and in Eq. (66).
- The $\mathcal{F}_{nk}(x_i)$ matrices are also used to compute the cancellation-free integrands for the other blocks of the matrix $U$ as described in the previous section.

The entire $Q$-matrix can therefore be computed using this method to a high accuracy using only double precision arithmetic. The $P$-matrix can also be computed to a high precision using standard methods, as it does not suffer from loss of precision in the integrals.

As an example, the accuracy of the $P$- and $Q$-matrices for $m=0$ and $m=1$ computed with this method, as compared to the arbitrary precision result, is shown in Fig. 5 for a prolate spheroid with an aspect ratio of 4, maximum size parameter $x_{\text{max}} = 10$, and $s = 1.5 + 0.02i$, up to $N=60$. It is clear that this procedure results in
extremely accurate integrals even with double precision arithmetic. It is very efficient at avoiding the troublesome cancellations discussed earlier. Relative accuracies of $10^{-12}$ or better are achieved up to $n=25$ and these remain better than $10^{-8}$ for the largest $n$ of the order of 60. A similar plot is shown in Fig. 6 for a high aspect ratio metallic nanoparticle (i.e. a nanorod).

4.5. Matrix inversion

A number of approaches have been proposed [30–32] to solve the linear system to obtain the $T$-matrix (Eq. (7)), and their respective numerical stability may strongly depend on the structure of the $Q$-matrix, and therefore on particle shape and refractive index. As pointed out in Ref. [20], the matrix inversion step required to obtain the $T$-matrix can be carried out with minimal loss of precision in the special case of spheroids, provided that the $Q$-matrix does not suffer from loss of precision during integral evaluation and that the appropriate inversion method is used. We found that an efficient and numerically stable method of carrying out this inversion is to obtain $T^0$ and $T^m$ separately using block matrix inversions [31,33,34] where matrix inversions are carried out through a LU factorisation obtained from Gaussian elimination with partial pivoting. This corresponds to the

![Fig. 9. A demonstration of the convergence behaviour for the problematic case of high aspect ratio metallic nanoparticles (as in Fig. 8). The extinction coefficient ($Q_{ext}$, which is the extinction cross-section, normalised by the geometric cross-section $\pi a c$) at resonance is calculated (only the dominant $m=0$ case is included) using a standard DP code, our new DP code, and AP codes (with inversion in double precision). The left panel shows the relative error compared to an AP value including inversion in AP (which is assumed to be the correct result), as the multipole order $N$ is increased from 4 to 40 in steps of 1. The right panel shows the relative successive error (from $N$ to $N+1$), which corresponds to a typical convergence test in $T$-matrix computations. The values of $Q_{ext}$ for $N=41$ (to full double precision) are 14.0408863566895 (standard DP), 44.7992522913149 (new DP) and 44.7992522913331 (AP, including inversion).](image)

![Fig. 10. A demonstration of the convergence behaviour for the problematic case of large size parameter particle. This is for $x_{max}=35$, $h=4$, $s=1.5+0.02$, and focuses on $Q_1$ (the orientation averaged extinction coefficient, which is the extinction cross-section normalised by the average projected surface area, when considering $m=0$ only). A similar plot was obtained in Ref. [26] using quadruple-precision codes. The left panel shows the relative error compared to an AP value with inversion in AP (which is assumed to be the correct result), as the multipole order $N$ is increased from 4 to 80 in steps of 1. The right panel shows the relative successive error (from $N$ to $N+1$), which corresponds to a typical convergence test in $T$-matrix computations. In all cases with the new code, $F_{ext}(\theta)$ first were obtained up to $N+1=81$, then truncated to the $N$ shown in the figure for integration, inversion and calculation of $Q_1$. As shown in Fig. 4, for large $x$ the calculation of the Bessel functions requires going to high $N$, hence starting from $N=80$ in this case. The values of $Q_1$ for $N=81$ are 278729.622910794 (standard DP), 5.64964087428572 (new DP) and 5.64970167842576 (AP, including inversion).](image)

<table>
<thead>
<tr>
<th>Model</th>
<th>$Q_{sc}$</th>
<th>$Q_{ext}$</th>
<th>$\omega$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Standard DP</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>New DP</td>
<td>2.91644692911172</td>
<td>18.6590264037057</td>
<td>0.156302202805849</td>
</tr>
<tr>
<td></td>
<td>AP</td>
<td>2.91644692910476</td>
<td>18.6590264038383</td>
<td>0.156302202805662</td>
</tr>
<tr>
<td>B</td>
<td>Standard DP</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>New DP</td>
<td>1.68191804051559</td>
<td>2.34118758579468</td>
<td>0.718403792468721</td>
</tr>
<tr>
<td></td>
<td>AP</td>
<td>1.68179883363743</td>
<td>2.3411277032323</td>
<td>0.71837124981958</td>
</tr>
</tbody>
</table>
For further efficiency, these steps are performed separately. We note that if direct inversion is used in both cases. We note that if direct inversion is used instead of block inversion, the relative error in the obtained T-matrix for \( m = 1 \) can be as bad as 30 orders of magnitude, demonstrating the severe ill-conditioning of the linear system and the efficiency of the proposed inversion method in circumventing the numerical problems.

5. Discussion and conclusion

In conclusion, our proposed new implementation is capable of calculating in double precision reliable scattering information in challenging cases where traditional double precision code fails. One of these difficult cases is that of high aspect ratio metallic nanoparticles in the visible/infrared regime. In such cases, the small size parameter means that the integral cancellations are particularly spectacular even at relatively small \( n \), as shown in Ref. [20]. Traditional codes then typically fail for \( N \) as small as \( N \approx 10 \). This may be sufficient for low-precision prediction of far-field properties. But if higher precision is required, or if near-field information is desired, as often the case for plasmonics applications, then larger \( N \) are necessary. As shown in Fig. 8, our new code can handle such cases up to very large \( N \). This is further illustrated in Fig. 9 where we compare the performance of our new code with earlier codes in terms of the convergence (as a function of \( N \)) of the computed extinction coefficient at resonance for a silver nanorod. The standard code starts failing around \( N \approx 10–12 \) and never approaches the correct result. In contrast, the new code starts converging around \( N = 12 \) and reaches a remarkable maximum relative accuracy of \( 10^{-12} \) for \( N = 30 \). Converged values of the scattering and extinction coefficients for this nanorod are given in Table 1.

Another type of challenging calculation is that of large size parameter dielectric particles, which normally require quadruple-precision codes. In this case, while the effect of cancellations on a given element of \( \mathbf{Q} \) is not as extreme as for small particles, the number of multipole orders required to calculate the scattering properties of a large particle is larger. As shown in Fig. 4, using our implementation the accuracy of the calculated terms actually increases as more terms are calculated, for large \( x \). We can compute the optical properties of a spheroid with \( \chi_{\text{max}} = 35 \), and see that our new code produces results correct to \( 10^{-4} \) (compared to arbitrary precision results). We also provide converged values of the scattering and extinction coefficients for this particle in Table 1.

Finally we have also compared the scattering parameters calculated with our new code to results obtained previously in benchmark calculations [35]. The emphasis for benchmarking is not on challenging cases as we have considered so far, but on obtaining reliable and high-precision results for standard cases. As highlighted in Ref. [35], this can be difficult and time-consuming. In the special case of spheroids, our new implementation provides an easy and fast way of calculating such benchmark results. To illustrate this, we also provide results in Table 2 from standard DP code, and AP code (where the calculation of \( \mathbf{T} \), including inversion, is performed in AP). It is clear that our new code produces results in agreement with the previous results, as do the other two codes. We note that the new DP code agrees to much higher precision with the AP results than the standard DP code. Because the new DP code is numerically stable, it is also easier to assess the convergence compared to standard DP codes, which may initially converge at intermediate \( N \), but eventually diverge at sufficiently high \( N \).
Hence, this method is well-suited to calculations of the optical properties of spheroids in cases ranging from plasmonic nanoparticles (including high aspect-ratio ones) up to large dielectric particles, using code that operates entirely in double precision. This opens up the possibility of routine calculations of the optical properties of spheroidal particles over a large parameter space with a high accuracy.
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Appendix A. Series expansions for Riccati–Bessel functions

The radial functions used in the integrals are the Riccati–Bessel functions. These are

\[
\psi_n(x) = x\psi_n(x), \quad \zeta_n(x) = x\zeta_n(x),
\]

(\text{A.1})

\[
\xi_n(x) = x\xi_n(x) = \psi_n(x) + ij\zeta_n(x),
\]

(\text{A.2})

where \(j_n(x)\) is the regular spherical Bessel function, \(\psi_n(x)\) is the irregular spherical Bessel function, and \(h_n^{(1)}(x)\) is the spherical Hankel function of the first kind. The series expansions for these are [36]

\[
\zeta_n(x) = -\frac{1}{x^n} \sum_{i=0}^{\infty} (-\frac{1}{2})^i a_{in}x^{2i},
\]

(\text{A.3})

\[
\psi_k(x) = (sx)^k+1 \sum_{i=0}^{\infty} (-\frac{1}{2})^i b_{ik}x^{2i},
\]

(\text{A.4})

where

\[
a_{in} = (2n-1)!! \prod_{j=1}^{2n-1} \frac{1}{2j-2n} \begin{cases} (-1)^l (2n-2l-1)!! & \text{for } i \leq n, \\ (-1)^l (2l-1-2n)!! & \text{for } i > n, \end{cases}
\]

(\text{A.5})

\[
b_{ik} = \begin{cases} 1 & \text{odd} \\ \frac{1}{(2k+1)!!} \prod_{j=1}^{2k+j+2} \frac{1}{2j-2l} & \text{even} \end{cases}
\]

(\text{A.6})

and \(\ell!! = 1 \times 3 \times 5 \times \cdots \times \ell\) is the double factorial function.

Appendix B. Calculating \(F_{nk}(x)\) using series expansions

We explain here in detail how \(F_{nk} = (\zeta_n(x)\psi_k(xs))^{+}\) can be computed in practice using a series expansion where there are cancellations, i.e. for \(n+k\) even and \(n \geq k+4\). In our proposed implementation, we will typically compute these series for a given fixed \(n\) (corresponding to the last row), for all \(k\) such as \(n+k\) even and \(n \geq k+4\), and for a number of \(x\) (for the integration).

The proposed solution is therefore optimised with this in mind.

From the series expansion of the radial functions given in Appendix A, we deduce that

\[
F_{nk} = -s^{k+1} \sum_{q=qn_{\min}}^{\infty} \gamma_{qnk} \frac{(-1)^q}{2^q q!} x^{2q+k-n+2},
\]

(\text{B.1})

where

\[
q_{\min} = \frac{n-k}{2} - 1
\]

(\text{B.2})

and

\[
\gamma_{qnk} = \sum_{i=0}^{q} c_{iqnk},
\]

(\text{B.3})

where

\[
c_{iqnk} = \binom{q}{i} a_{in} b_{q-i-k} s^{q-i}.
\]

(\text{B.4})

\(a_{in}\) and \(b_{jk}\) have been defined earlier in Appendix A.

As shown in Fig. 1, some loss of precision occurs when \(s\) is close to 1 when using Eq. (\text{B.3}). These cancellations can be traced back to the fact that when \(i \leq q \leq n-k-1\), \(a_{in}b_{q-i-k}\) can be written as \((-1)^l\) times a polynomial of variable \(i\) and of degree \(n-k-1\).

In fact for a general polynomial \(P\) of degree less than \(q\), there is a general identity:

\[
\sum_{i=0}^{q} (-1)^l \binom{q}{i} P(i) = 0.
\]

(\text{B.5})

From this we deduce that when \(s=1\)

\[
\gamma_{qnk}(s=1) = 0. \text{ if } \frac{n-k}{2} \leq q \leq n-k-1.
\]

(\text{B.6})

To avoid these severe cancellations, which in fact remain to some degree when \(s\) is not exactly 1, we have developed an alternative method to compute \(\gamma_{qnk}\) when \(q \leq n-k-1\).

B.1. Method for \(q_{\min} \leq q \leq n-k-1\)

To isolate the singular behaviour at \(s=1\), we will replace \(s^{2q-i}\) in Eq. (\text{B.4}) by

\[
s^{2q-i} = (s^2 - 1 + 1)^{q-i} = \sum_{j=0}^{q-i} \binom{q-i}{j} (s^2 - 1)^j
\]

(\text{B.7})

meaning that

\[
\gamma_{qnk} = \sum_{i=0}^{q} \binom{q}{i} a_{in} b_{q-i-k} \sum_{j=0}^{q-i} \binom{q-i}{j} (s^2 - 1)^j.
\]

(\text{B.8})

This double-sum may be re-arranged using \(\sum_{i=0}^{q} \sum_{j=0}^{q-i} \binom{q-i}{j} = \sum_{j=0}^{q} \sum_{i=0}^{q-j} \binom{q-j}{i} = 0\). Substituting the expressions for \(a_{in}\) (noting that \(i \leq n\) here) and \(b_{q-i-k}\), and combining the binomial coefficients, we arrive at
where
\[ w_r = \sum_{i=0}^{r} (-1)^i \binom{r}{i} \frac{(2n-2i-1)!!}{(2k+2q-2i+1)!!}. \]  
(B.9)

As noted earlier, \((2n-2i-1)!!/(2k+2q-2i+1)!!\) is polynomial in \(i\) of degree \(n-k-q-1\), and therefore \(w_r=0\) if \(n-k-q-1 < r\), such that the sum only needs to be carried out from \(j = \max(0, 2(q-q_{\text{min}}) - 1)\). To calculate \(w_r\) in other cases, we introduce \((t)\) (the \(n\)-dependence is implicit)
\[
 u_{rh} = 2^b \left( \frac{d}{dx} \right)^b \left[ x^{q-1/2} \left( \frac{1}{x} \right)^r \right]_{x=1} = 2^b \left( \frac{d}{dx} \right)^b \left[ \sum_{j=0}^{r} (-1)^j \binom{r}{j} x^{q-1/2-j} \right]_{x=1}. \]  
(B.10)

By carrying successive differentiations, one can notice that for \(0 \leq b \leq n-r-1\):
\[
 u_{rh} = \sum_{i=0}^{r} (-1)^i \binom{r}{i} \frac{(2n-2i-1)!!}{(2n-2i-2b-1)!!}, \]  
(B.11)

from which we deduce that
\[
 w_r = u_{r,n-k-q-1} \]  
(B.12)

and
\[
 \gamma_{qnk} = \sum_{j=\max(0, 2(q-q_{\text{min}})-1)}^{q} \beta_{qj} u_{q-j,n-k-q-1}. \]  
(B.13)

where
\[
 \beta_{qj} = \binom{q}{j} (s^2-1)^j. \]  
(B.14)

In practice, we use this expression for \((n-k)/2 - 1 \leq q \leq n-k-1\) and therefore need to calculate \(u_{rb}\) for \(0 \leq b \leq (n-k)/2\) and \(0 \leq r \leq b\); and \(\beta_{qj}\) for \(0 \leq l \leq q\).

The latter can easily be computed for a given \(q\) through the recursion
\[
 \beta_{0,q} = 1, \quad \frac{\beta_{l,q}}{\beta_{l-1,q}} = \frac{q-j+1}{l} (s^2-1). \]  
(B.15)

Note that some \(\beta_{qj}\) are reused in the computations at different \(k\), and it is not necessary to compute them multiple times (they do not depend on \(k\)).

Using the definition of \(u_{rb}\), one can find the following relations:
\[
 u_{0,0} = 1, \quad u_{r,0} = 0 \quad \text{for} \quad r > 0 \]
\[
 u_{r,b+1} = (n-\frac{1}{2}-2r)u_{r,b} - (n-\frac{1}{2}-r)u_{r+1,b} + ru_{r-1,b}, \]  
(B.16)

from which \(u_{rh}\) can be computed by recursion on \(b\). Note that we can easily deduce from this recursion that \(u_{rb} = 0\) if \(r > b\), as obtained before by different means. Since \(u_{rb}\) does not depend on \(k\), for a given \(n\), it can be calculated once for all \(0 \leq n \leq n/2\) and \(r \leq b\), and then used as necessary for all \(k\).

In summary, all the \(\gamma_{qnk}\) for \(0 \leq k \leq n-4\) and \((n-k)/2 - 1 \leq q \leq n-k-1\) can be computed efficiently and without loss of precision using Eqs. (B.13), (B.15), and (B.16).

B.2. Method for \(q \geq n-k\)

In the case where \(q \geq n-k\), there does not seem to be any serious numerical problems when computing \(\gamma_{qnk}\) using Eq. (B.3). One should nevertheless make sure that the numerical implementation is efficient in time (i.e. minimising operations) and in precision (i.e. for example avoiding to compute factorials of large numbers, which can be problematic in double precision). We briefly present here our chosen implementation. The goal here is to compute \(\gamma_{qnk}\) from Eq. (B.3) for a fixed \(n\), for \(0 \leq k \leq n-4\), and for \(q \geq q_{\text{int}} = n-k\).

We therefore need to calculate \(c_{qnk}\) for \(0 \leq i \leq q\). For this, we use (indices \(n, k\) are implicit here)
\[
 c_{i+1,q} = \frac{s^2(i+1)(2i+1-2n)}{(q+i)(2k+2q-2i+1)}. \]  
(B.17)

Assuming we have the initial values \(c_{0,q,k}\), we can then calculate all \(c_{qnk}\) for \(0 \leq i \leq q\) by downward recursion on \(i\).

To obtain \(c_{0,q,k}\), we use an upward recursion on \(q\):
\[
 c_{q+1,q+1} = \frac{1}{2q+1-2n}. \]  
(B.18)

For this we only need the initial value of \(c_{0,q}\) for \(q = q_{\text{int}} = n-k\) (which is even), which is simply
\[
 c_{n-k,n-k,k} = a_{n-k,n} b_{0,k} = \frac{1}{2k+1}. \]  
(B.19)

B.3. Computation of the series

Using the results of the previous sections, we can compute \(\gamma_{qnk}\) for all cases of interest. To calculate the sum in Eq. (B.1), we write it as
\[
 F_{nk}(x) = \frac{x}{s} \sum_{q=q_{\text{min}}}^{\infty} \gamma_{qnk} z_{qnk}(x), \]  
(B.20)

where
\[
 z_{qnk}(x) = (-1)^q x^{2q+k-n+2}. \]  
(B.21)

For efficiency, \(z_{qnk}(x)\) is computed as
\[
 \frac{z_{qnk}(x)}{z_{q-1,n,k}} = \frac{-x^2}{2q} \]  
(B.22)

and the initial conditions \(\overline{z}_{nk} = \overline{z}_{q=n,n,k}(x)\) are obtained by recursion on \(k\):
\[
 \overline{z}_{n-k,n-2,k}(x) = 1, \]  
(B.23)
\[
 \overline{z}_{n-k,n-2,k}(x) = \frac{-1}{n-k-2}. \]  
(B.24)

In practice, the series are computed for a given \(n\), by looping on \(k\), starting at \(k=n-4\) and decrementing by steps of 2. For each \(k\), the partial series are initialised at \(S_0(x) = 0\) for each \(x\). We then loop on \(q\), starting at \(q_{\text{min}}\) and compute \(\gamma_{qnk}\) using first the method of Appendix B.1 and then for \(q \geq q_{\text{int}}\) that of Appendix B.2. At each step, we add \(z_{qnk}(x)\) to the partial series. If \(S_0(x)\) does not change (within double precision) upon addition of three consecutive terms, the series is assumed to have
converged, and we simply deduce \( F_{pk}^{+}(x) = -q^{k+1}S_{p}(x) \). Note that even if the series has converged before \( q \) reaches \( q_{int} \), we will still restart the loop at \( q_{int} \) (with the second method) until convergence is ensured there. This is because for \( q \) close to 1, the added terms for \( q_{min} < q < q_{int} \) can be very small, therefore mimicking convergence, even when the terms with \( q \geq q_{min} \) do contribute to the final result (see also Appendix C for further details).

**Appendix C. Additional comments on \( F_{nk}^{+} \) when \( s = 1 \)**

This final appendix is not necessary for our proposed implementation but may be useful in understanding the analytic cancellations in the series for \( s = 1 \). It is with this in mind that it is included here.

We consider further the special case of \( s = 1 \), for which

\[
F_{nk}^{+}(s = 1, x) = \mathcal{A}^{+}(x) / C_{0}^{1}(x).
\]

(C.1)

We assume \( n + k \) even and \( n \geq k + 4 \), as these are the only cases where we need it. All functions depend on \( x \) and for conciseness this variable is implicit in the following.

We first define

\[
A_{nk} = \psi_{n}Z_{n} - \chi_{n}\psi_{k}.
\]

(C.2)

We will show that the series expansion of \( A_{nk} \) only contains negative odd powers of \( x \), such that \((xA_{nk})^{+}\) is only one term, for which we will find an analytic expression. In fact, Waterman wrote a similar series expansion in Ref. [21] (Eq. (28a)). We will here focus on the dominant term of the series to obtain a simpler expression.

Let us first note that

\[
A_{m0} = 0,
\]

\[
A_{n+1, n} = \psi_{n+1}Z_{n} - \chi_{n+1}\psi_{n} = 1.
\]

(C.3)

The latter is Eq. (10.1.31) in Ref. [36] and a consequence of the Wronskian relation. These lead us to define

\[
v_{pn} = xA_{p+1,n},
\]

(C.4)

and look for a recursion relation on \( p \) for \( v_{pn} \) at a fixed \( n \). The initial conditions are simply

\[
v_{0,n} = xA_{0,n} = 0,
\]

\[
v_{1,n} = xA_{1,n} - n = x.
\]

(C.5)

Moreover we have, using relations on Bessel functions,

\[
\psi_{n+1}Z_{k} + \psi_{n-1}Z_{k} = \frac{2n+1}{x} \psi_{n}Z_{k},
\]

(C.6)

\[
\chi_{n+1}\psi_{k} + \chi_{n-1}\psi_{k} = \frac{2n+1}{x} \chi_{n}\psi_{k}
\]

(C.7)

from which we deduce

\[
A_{n+1,k} + A_{n-1,k} = \frac{2n+1}{x} A_{nk}
\]

(C.8)

or in terms of \( v_{pn} \):

\[
v_{p+1,n} = \frac{2n+2p+1}{x} v_{pn} - v_{p-1,n}.
\]

(C.9)

It is relatively straightforward to show by recursion using this relation and the initial conditions that

\[
v_{2q-1, n} = (-1)^{q+1} x,
\]

\[
v_{2q, n} = (-1)^{q+1} q(2n+2q+1).
\]

(C.10)

For \( n + k \) even, we may therefore write

\[
\left(xA_{nk}\right)^{+} = v_{n-k,k}^{+} = \left(-\frac{1}{2}(n-k-1/2) n - k \right)(n+k+1).
\]

(C.11)

In addition, for \( n \geq k + 4 \), we have \((xA_{nk})^{+} = x\chi_{k}\psi_{n}\) (i.e. there is no negative powers of \( x \) in the series).

We therefore deduce

\[
F_{nk}^{+}(s = 1, x) = x\chi_{k}(\psi_{n}(x) + (-1)^{n-k}/2(n+k+1) n - k)
\]

(C.12)

Since the series expansion for \( x\chi_{k}(\psi_{n}(x) + (-1)^{n-k}/2(n+k+1) n - k) \) starts with terms of order \( x^{n+k-1} \), there is a potential large gap in the series expansion of \( F_{nk}^{+}(s = 1, x) \) between the zeroth order and the next non-zero order \( x^{n+k-1} \). This corresponds to all the \( \gamma_{n, k} \) that are zero for \( s = 1 \) and subject to loss of precision for \( s \) close to 1. The method presented in Appendix B.1 was developed specifically to circumvent these problems.
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